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We study different physical, chemical, or biological processes
involving replication, transformation, and disappearance pro-
cesses, as well as transport processes, and assume that the time
and space dependence of the species densities are known. We
derive two types of Fisher equations. The first type relates the
average value of the time derivative of the relative time-specific
rates of growth of the different species to the variance of the
relative, time-specific rates of growth. A second type relates the
average value of the gradient or the divergence of the relative,
space-specific rates of growth to the space correlation matrix of the
relative, space-specific rates of growth. These Fisher equations are
exact results, which are independent of the detailed kinetics of the
process: they are valid whether the evolution equations are linear
or nonlinear, local or nonlocal in space and�or time and can be
applied for the study of a large class of physical, chemical, and
biological systems described in terms of time- and�or space-
dependent density fields. We examine the implications of our
generalized Fisher relations in population genetics, biochemistry,
and chemical kinetics (reaction–diffusion systems). We show that
there is a connection between the enhanced (hydrodynamic) trans-
port of mutations induced by population growth and space-specific
rate vectors: the velocity of enhanced transport is proportional to
the product of the diffusion coefficient of the species and the space
rate vector; this relation is similar to a fluctuation–dissipation
relation in statistical mechanics.

F isher’s fundamental theorem of natural selection is one of
the basic laws of population genetics. In 1930, Fisher

showed that for single-locus genetic systems with pure selec-
tion and constant selection coefficients, the rate of variation
of the average population fitness equals the genetic variance of
the fitness (1). Because the variance is nonnegative, it follows
that for systems with pure selection and constant rate coeffi-
cients, the average fitness always increases in time, a result that
is compatible with general ideas of biological evolution. Fisher
claimed that this law should hold the same position among
biological sciences as the second law of thermodynamics in
physical sciences (1). Many generalizations of Fisher’s theorem
have been suggested in the literature. A first generalization was
introduced by Fisher himself, by taking into account the effects
of overpopulation and the effect of deterioration of the
environment (1). Further generalizations were introduced by
Wright (2), Kimura (3), Price (4), Frank (5) and Ewens (6),
Lessard (7), Crow (8), Nagylaki (9), and Edwards (10). A
recent article in PNAS (11) reports on a general f luctuation-
dissipation relation for biological systems, which is qualita-
tively similar to the Fisher equation. Fisher’s theorem also was
used for the analysis of economic competition (12).

Our research on Fisher’s theorem was stimulated by a number
of different problems in chemistry and biology. We noticed that
several problems in chemical kinetics lead naturally to a chemical
Fisher’s theorem. For example, a recent research technique uses

certain chain reaction for amplifying chemical signals in gene
expression and sequencing studies (13); the contribution of
response signals of chains of different lengths may be expressed
in terms of a Fisher’s theorem. Similar approaches may be useful
for the study of pattern formation in reaction–diffusion systems
as well as geographical population genetics (14, 15). We even-
tually came up with two sets of generalized Fisher equations that
can be applied to various physical, chemical, and biological
problems, involving time- and�or space-dependent density
fields.

In Time-Dependent Generalized Fisher’s Theorems and Space-
Dependent Generalized Fisher’s Theorems, we discuss the time-
dependent and space-dependent versions of our generalized
Fisher’s theorem, respectively. Finally, in Implications in Genet-
ics and Chemical Kinetics, we discuss the general significance of
our results as well as analyze the implications of our generalized
Fisher’s theorems in genetics and chemical kinetics.

Time-Dependent Generalized Fisher’s Theorems
Although our approach can be presented in a general form, valid
for any set of time- and�or space-dependent density fields, we
prefer to use population genetics as a simple example. In the
literature of population genetics, there are many versions of
Fisher’s theorem, depending on whether the time is considered
discrete or continuous, the age structure of the population is
ignored or taken into account, the population is haploid or
diploid, etc. In the following, we give a short summary of a
formulation suggested by Nagylaki (9), which can be easily
compared with our own approach. He considers a single locus,
with many alleles in a haploid population with age structure.
Following Fisher, only selection is taken into account; that is, the
individuals with different alleles have different natality and
mortality coefficients, and the contributions of mutations and
random drift are neglected. He shows that, for time-dependent
rates of growth, the numbers Nu(t), u � 1, 2, . . . of individuals
at time t carrying the alleles u � 1, 2, . . . are given by

Nu�t� � Nu�0�exp� �
0

t

ru� t��dt�� , [1]

where Nu(0) are initial population sizes and ru(t) are intrinsic
rates of growth attached to individuals with different alleles;
because only selection is taken into account, ru(t) is the (abso-
lute) fitness of individuals carrying the allele u. Following Fisher,
he introduces the gene frequencies
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�u�t� � Nu�t���
u

Nu�t�, with �
u

�u� t� � 1. [2]

In terms of these gene frequencies, he defines the average value
r(t) and the variance �r2(t) of the intrinsic rate of growth as
follows:

r�t� � �
u

ru�t��u� t� , [3]

�r2�t� � �
u

�ru�t� � r�t��2�u� t� , [4]

and shows by direct computations that

dtr�t� � �r2�t� � dtr�t�, [5]

where

dtr�t� � �
u

�dtru�t���u� t� [6]

is the average value of the rate of variation of the intrinsic rate
of growth. Eq. 5 is a generalization of Fisher’s theorem for the
time-dependent intrinsic rates of growth ru(t). If the intrinsic
rates of growth are constant, then the term 6 is equal to zero and
Eq. 5 reduces to Fisher’s theorem dtr(t) � �r2(t).

Nagylaki’s approach is limited to homogeneous systems with
pure selection; he derived Eq. 1 for the population numbers and
the generalized Fisher’s theorem, Eq. 5, from an age-dependent
selection model. Our approach is different: instead of consid-
ering a particular genetic model, we focus on experimental data
regarding the time variation of population number. In addition,
we consider time- and space-dependent systems, and thus our
variables are infinitesimal allele numbers dNu(x, t) � nu(x, t)dx,
u � 1, 2, . . . at time t and at a position between x and x � dx,
where nu(x, t) is the density of alleles u at time t and at a position
between x and x � dx. One advantage of such an approach is that
we can develop a unified treatment for haploid and diploid
populations, space-dependent or space-independent systems.
We consider a single locus with many alleles and assume that the
time dependences of the densities nu(x, t), u � 1, 2, . . . of
different alleles in the population are known from experiments
or observations; in particular for haploid populations nu(x, t),
u � 1, 2, . . . are the same as the densities of individuals carrying
different alleles. Because in nature selection rarely acts alone,
the time variation of the densities nu(x, t), u � 1, 2, . . . , is
influenced by various genetic processes, such as selection, mu-
tation, and random drift. To characterize the time variation of
the allele numbers, we introduce the absolute, time-specific rates
of growth of the different alleles,

�u
�t��x, t� � �nu�x, t��	1� tnu�x, t� � � t ln nu�x, t� . [7]

In particular, for homogeneous (space-independent) haploid
populations with only selection present, the specific rates of
growth �u

(t)(x, t) reduce to the intrinsic rates of growth �u
(t)(x,

t) � ru(t) independent of x; otherwise, these two quantities are
different. We also introduce the overall specific rate of growth
� 


(t)(x, t) for the total density of genes n(x, t) � �u nu(x, t)

�

�t��x, t� � � t ln n�x, t� , [8]

the local gene frequencies

�u�x, t� � nu�x, t��n�x, t� , with �
u

�u�x, t� � 1, [9]

and the relative, time-specific rates of variation �u
(t)(x, t) attached

to the various gene frequencies �u(x, t)

�u
�t��x, t� � � t ln �u�x, t� . [10]

From Eqs. 9 it follows that nu(x, t) � n(x, t)�u(x, t), and thus,

�u
�t��x, t� � � t ln�n�x, t��u�x, t�� � �


�t��x, t� � �u
�t��x, t� .

[11]

The average values of the absolute and relative specific rates
of growth can be easily evaluated. We have

��t��x, t� � �
u

�u
�t��x, t��u�x, t� � � t �

u

�u�x, t� � 0,

[12]

��t��x, t� � �
u

�u
�t��x, t��u�x, t�

� �
u

��

�t��x, t� � �u

�t��x, t���u�x, t�

� �

�t��x, t� � ��t��x, t� � �


�t��x, t� . [13]

The biological significance of Eqs. 12 and 13 is clear. As expected
the average, time-specific rate of growth �(t)(x, t) is the same as the
time-specific rate of growth for the whole population, �


(t)(x, t),
(Eq. 13). From Eqs. 11 and 13, we obtain: �u

(t)(x, t) � �u
(t)(x, t) 	

�(t)(x, t); that is, the relative, time-specific rate of growth of the
allele u, �u

(t)(x, t), is the difference between the absolute specific
rate of growth of the allele u, �u

(t)(x, t), and the average rate
of growth of the whole population, �(t)(x, t); it follows that
�u

(t)(x, t) is a measure for the relative evolutionary advantage
of the allele u compared with the average population. Because
the reference state is the average population, the average value
of the relative rate of growth is equal to zero, �(t)(x, t) � 0
(Eq. 12).

In terms of �u
(t)(x, t) and �u

(t)(x, t) we can introduce the
absolute and relative, time-specific rate of evolution for the allele
u, �u

(t)(x, t) and 	u
(t)(x, t), respectively,

�u
�t��x, t� � � t�u

�t��x, t� � � t2
2 ln�n�x, t��u�x, t��

� � t2
2 ln n�x, t� � ��u�x, t��	1� t2

2 �u�x, t�

� �� t ln �u�x, t��2, [14]

	u
�t��x, t� � � t�u

�t��x, t� � � t2
2 ln �u�x, t�

� ��u�x, t��	1� t2
2 �u�x, t� � �� t ln �u�x, t��2,

[15]

and the average time-specific rate of evolution �(t)(x, t) for the
total population

��t��x, t� � � t�

�t��x, t� � � t�

�t��x, t� � � t2
2 ln n�x, t� .

[16]

From Eqs. 14–16 it follows that

�u
�t��x, t� � ��t��x, t� � 	u

�t��x, t� , [17]

that is, the absolute rate of evolution �u
(t)(x, t) for the allele u is

the sum of the absolute rate of evolution for the total population,
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�(t)(x, t) and that of the relative rate of evolution 	u
(t)(x, t) for

the allele u.
In our approach, a Fisher’s theorem of type 5 can be viewed

as a statement about the average rate of evolution. The average
relative rate of evolution 	(t)(x, t) can be easily evaluated by
using Eq. 15

	�t��x, t� � �
u

	u
�t��x, t��u�x, t�

� �
u

�u�x, t����u�x, t��	1� t2
2 �u�x, t�

� �� t ln �u�x, t��2�

� �
u

� t2
2 �u�x, t� � �

u

�u�x, t���u
�t��x, t��2,

[18]

from which we come to

	�t��x, t� � 	���t��x, t��2 
 0, [19]

that is, the average value of the relative rate of evolution is
nonpositive and equal to the variance (�(t)(x, t))2 � �u �u(x,
t)(�(t)(x, t))2 of the relative rate of growth with changed sign.

The average value �(t)(x, t) of the absolute rate of evolution
can be evaluated from Eqs. 14–16. We have

��t��x, t� � �
u

�u
�t��x, t��u�x, t� � ��t��x, t� � 	�t��x, t�

� ��t��x, t� � ��� �t��x, t��2, [20]

where

����t��x, t��2 � �
u

�u� t���u
�t��x, t� � � �t��x, t��2

� �
u

�u�x, t���u
�t��x, t��2 � ���t��x, t��2

[21]

is the variance of the absolute rate of evolution. From Eq. 20 we
have

��t��x, t� � �u
�t��x, t� � ��� �t��x, t��2 � �u

�t��x, t� , [22]

that is, the rate of evolution of the whole population is equal
to the sum of the average value �(t) of the absolute rate of
evolution and the variance of the specific (absolute or relative)
growth rate. Eqs. 19 and 22 are equivalent to each other; they
can be derived from one another by passing from relative to
absolute evolutionary variables and vice versa. They are both
equivalent formulations of a generalized Fisher theorem.

To outline the analogies between our approach and Nagylaki’s
derivation of Fisher’s theorem, we rewrite Eq. 22 in terms of the
absolute rates of growth attached to the different alleles

�t�
�t��x, t� � ��� �t��x, t��2 � � t�

�t��x, t� . [23]

Eq. 23 has the same structure as the generalized Fisher equation
(5). In particular, for homogeneous (space-independent), haploid
populations with pure selection, we have �u

(t)(x, t) � ru(t), and Eq.
23 reduces to Eq. 5.

A convenient way of expressing the generalized Fisher equa-
tions 19 and 22 is in terms of a commutator operator,

��t�. . . � �t�. . .� � ��t. . .�

� �t��
u

�u�x, t� . . .	 � �
u

�u�x, t�� t� . . .� ,

[24]

between the time differentiation and the averaging with respect
to the gene frequencies. In terms of �(t) Eqs. 19 and 22 can be
expressed in the same form,

��t���t��x, t� � �� �t��x, t�2, [25]

��t���t��x, t� � ���t��x, t�2. [26]

In conclusion, in this section we have shown that generalized
Fisher theorems can be derived without use of any genetic
models. By assuming that the genetic structure of the population
is known from observation or experiment, we introduced abso-
lute and relative functions, which describe the evolutionary
process and derived generalized Fisher theorems depending on
these functions. Our results apply to one locus with multiple
alleles in populations subject to selection, mutation, random
drift, and other genetic processes.

Space-Dependent Generalized Fisher’s Theorems
Our generalized Fisher equations derived in the preceding
section express the process of evolution as a function of time. In
this section, we attempt to derive a new type of Fisher equations,
which express the evolution in space. The main idea is to define
space-specific rates of growth and to study the space variation of
their statistical properties. For each allele u, we introduce
space-specific rates of growth

�u
�x��x, t� � �nu�x, t��	1xnu�x, t� � x ln nu�x, t� .

[27]

The Definitions 27 have a similar structure with Eqs. 8 for the
time-specific rates of growth �u

(t)(x, t); the main difference is
that the time derivative �t is replaced by the real space gradient
gradx . . . � x . . . . We notice that the space-specific rates of
growth are vectors �u

(x)(x, t). The overall space-specific rate of
growth, � 


(x)(x, t), and the space-specific rates of variation �u
(x)(x,

t) attached to the various gene frequencies, �u(x, t) are also
vectors

�

�x��x, t� � x ln n�x, t� , [28]

�u
�x��x, t� � x ln �u�x, t� . [29]

These space-specific rates are related to each other through a set
of relations similar to Eqs. 11,

�u
�x��x, t� � �


�x��x, t� � �u
�x��x, t� . [30]

The average values of the absolute and relative space-specific
growth rates are given by a set of equations similar to Eqs. 12 and
13. We have

�u
�x��x, t� � 0, [31]

��x��x, t� � �

�x��x, t� . [32]

In terms of �u
(x)(x, t) and �u

(x)(x, t), we can introduce the
absolute and relative, space-specific rates of evolution for the
allele u, �u

(x)(x, t) and 	u
(x)(x, t), respectively,
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�u
�x��x, t� � x � �u

�x��x, t�

� x � x ln�n�x, t��u�x, t��

� x � x ln n�x, t� � ��u�x, t��	1x � x�u�x, t�

� �x ln �u�x, t�� � �x ln �u�x, t�� [33]

	u
�x��x, t� � x � �u

�x��x, t�

� x � x ln �u�x, t�

� ��u�x, t��	1x � x�u�x, t�

� �x ln �u�x, t�� � �x ln �u�x, t�� , [34]

and the space-specific rate of evolution �(x)(x, t) for the total
population

��x��x, t� � x � �

�x��x, t�

� x � ��x��x, t�

� x � xln n�x, t� . [35]

From Eqs. 33 and 35 we have:

�u
�x��x, t� � ��x��x, t� � 	u

�x��x, t� . [36]

We notice that �u
(x)(x, t), 	u

(x)(x, t), and �(x)(x, t) are two-label
tensors.

The average space-specific, relative rate of evolution, 	(x)(x, t),
can be easily evaluated

	�x��x, t� � �
u

	u
�x��x, t��u�x, t�

� �
u

�u(x, t)���u�x, t��	1x � x�u�x, t�

� �x ln �u�x, t�� � �x ln �u�x, t���

� �
u

�u�x, t����u�x, t��	1x � x�u�x, t�

� �u
�x��x, t� � �u

�x��x, t�� , [37]

from which we come to

	�x��x, t� � 	��x��x, t� � ��x��x, t� , [38]

that is, the average value of the tensor of the space-specific
relative rate of evolution is equal to the average value of the
tensorial product of the vector of the space-specific relative rate
of growth by itself, with changed sign. Eq. 38 is a space-
dependent generalization of our generalized Fisher equation,
Eq. 19. Eq. 38 is a statement about tensors, and thus, it does not
lead to an inequality. Its scalar transcription is the following:

�	�x��x, t��� � 	���x��x, t������x��x, t��

� cov����x��x, t��� , ���x��x, t��� , [39]

where

cov����x��x, t��� , ���x��x, t���

� �
u

�u
�x��x, t���u

�x��x, t�����u
�x��x, t�� [40]

is the covariance matrix of the components of the vector �u
(x)(x,

t). From Eqs. 30–39, we note that, if we take the trace of the

tensors in Eq. 39, we can derive an inequality similar to Eq. 19.
We have

Tr�	 �x��x, t�� � �
�

�x�
[��x��x, t�]� � 	�

�

����x��x, t����2 
 0.

[41]

The average of the tensor of space-specific, absolute rate of
evolution �u

(x)(x, t) can be easily evaluated by following the
method of derivation for Eqs. 20 presented in the preceding
section. We obtain

��x��x, t� � �
u

�u
�x��x, t��u�x, t�

� ��x��x, t� � 	u
�x��x, t�

� ��x��x, t� � ���x��x, t� � ���x��x, t� ,

[42]

where

���x��x, t� � ���x��x, t�

� �
u

�u� t���u
�x��x, t� � ��x��x, t��

� ��u
�x��x, t� � ��x��x, t�� � ��x��x, t� � ��x��x, t� . [43]

From Eq. 42 we have

��x��x, t� � ��x��x, t� � ���x��x, t� � ���x��x, t� ,

[44]

���x��x, t��� � ���x��x, t���

� cov����x��x, t��� , ���x��x, t��� ,

[45]

and

Tr���x��x, t��� � �
�

�x�
��


�x��x, t���

� �
�

�x�
��u

�x��x, t��� � �
�

�����x��x, t����2

� �
�

�x�
��u

�x��x, t���, [46]

where

cov����x��x, t��� , ���x��x, t���

� �
u

�u
�x��x, t���u

�x��x, t� � ��x��x, t���

���u
�x��x, t� � ��x��x, t�� . [47]

Eqs. 38, 39, and 41 are equivalent to Eqs. 44–47, respectively;
they can be derived from one another by passing from relative
to absolute evolutionary variables and vice versa. They are both
equivalent space-dependent formulations of a generalized Fish-
er’s theorem.

By analogy with the time-dependent case, we can also intro-
duce a space-dependent commutator operator
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��x�. . . � x� . . .� � �x. . .�

� x� �
u

�u�x, t� . . .	 � �
u

�u�x, t�x� . . .� ,

[48]

between the gradient and the averaging with respect to the gene
frequencies. In terms of �(x) Eqs. 38 and 44 can be expressed in
the same form,

��x���x��x, t� � ���x��x, t� � ���x��x, t� , [49]

��x���x��x, t� � ���x��x, t� � ���x��x, t� . [50]

In conclusion, in this section we have developed a space-
dependent version of our generalized Fisher’s theorem, which
can be used for analyzing the evolution of space patterns in
physics, chemistry, and biology. Below, we illustrate its use for
the study of enhanced transport due to population growth.

Implications in Genetics and Chemical Kinetics
Although our time- and space-dependent generalized Fisher
theorems were introduced by considering a simple system in
population genetics, involving a single locus with many alleles,
our results are more general: they apply to any physical, chem-
ical, or biological systems that can be described in terms of
multiple time- and�or space-dependent density fields. In our
derivations we did not make any assumptions that are specific
only to population genetics. With an adequate change of vocab-
ulary (wording), our equations can be applied to physical or
chemical kinetics. For example, in chemical kinetics the allele
densities are replaced by the concentrations of different chem-
ical species present in the system.

In general terms, our approach is the following. We study a
system made up of many individual components (alleles, indi-
viduals, atoms, molecules, etc.). For each component, we intro-
duce a time- and space-dependent density function (allele
density, concentration, etc.) and a local fraction (gene fre-
quency, molar fraction, etc.). We define absolute time- and
space-specific rates of growth, which are given by the time and
space variation of the natural logarithms of the density functions,
respectively. We also define relative time- and space-specific
rates of growth that are given by the time and space variation of
the natural logarithm of the local fractions, respectively. The
time or space variations of the specific rates of growth are rates
of evolution. We define statistical properties for the system
(averages, correlation functions, etc.) by taking statistical expec-
tations with respect to the abundance of the different species in
the system. We derive generalized Fisher’s theorems that state
that the average values of the relative rates of evolution can be
expressed in terms of the moments of the second order of the
relative rates of growth. In particular, the average value of the
time-specific relative rates of evolution is a scalar, which is equal
to the variance of the time-specific relative rates of growth with
changed sign. The average value of the space-specific relative
rates of evolution is a tensor with two labels, which is equal to
the covariance matrix of the space-specific relative rates of
growth with changed sign. These laws can be used to evaluate the
capability of a given component to prevail for long times or to
fill out the available space, which may lead to interesting
applications in physics, chemistry, and biology. Some of these
applications are briefly discussed here.

An application that is of interest both in chemical kinetics and
genetics is the enhanced transport in reaction–diffusion systems
induced by population growth (14, 15). Although this type of
enhanced transport may occur both in chemistry and genetics,

here we discuss it in connection with the genetic applications.
Both simulations and theoretical analysis have shown that if a
mutation occurs in an expanding population, two different
transport patterns emerge. If a mutation occurs in an area where
the total population is saturated, then the motion of the mutation
is slow and diffusive. However, if the mutation occurs at a
position close to the propagation front of the total population,
then the transport of the mutation is enhanced and has a
diffusive (slow) component as well as a hydrodynamic (fast)
component. Considering a single locus with many alleles and
isotropic diffusion, the hydrodynamic speed vu of the subpopu-
lation carrying the allele u is given by vu � 2Dux ln n(x, t),
where Du is the diffusion coefficient of the subpopulation u and
n(x, t) is the total population density (15). For anisotropic
diffusion characterized by a diffusion tensor �u the hydrody-
namic speed is given by the more general relation

vu � 2�u�x ln n�x, t� , [51]

�vu�� � 2 �


��u��� ln n�x, t� . [52]

Eq. 51 is valid whether the mutations in the population are
neutral or not; it is a straightforward consequence of modeling
the genetic process by a system of reaction diffusion equations.

Our approach leads to a simple physical (or biological)
interpretation of Eq. 51. By using Eq. 27 we can rewrite Eq. 51
in the following form:

vu � 2�u��

�x��x, t� , [53]

that is, the hydrodynamic speed of the subpopulation u is twice
the contraction of the diffusion tensor �u and the vector of the
space-specific rate of growth of the total population � 


(x)(x, t).
Thus, the hydrodynamic speed of the subpopulation u is pro-
portional to the diffusion tensor �u, which expresses the intrinsic
mobility of the subpopulation u, and to the vector of space-
specific rate of growth of the total population � 


(x)(x, t); this
result in turn expresses the capability of the total population to
fill out the available space. We notice that we can also derive a
generalized Fisher relation that connects the average of the rate
of space variation of the hydrodynamic speed to the covariance
matrix of the space-specific rates of growth. We differentiate Eq.
52 with respect to x� and take an average with respect to the
different subpopulations. We have

���vu� � 2 �
�

��u������x��x, t����

� cov����x��x, t��� , ���x��x, t����� . [54]

Genetic maps are commonly used to display the geograph-
ical distributions of various mutations. These maps display the
space variation of local gene frequencies or of allele densities.
Our approach suggests the elaboration of alternate genetic
maps displaying the variation of absolute or relative space-
specific rate of growth; because these variables are vectors
such genetic maps would look similar to the ‘‘stream maps’’
used in f luid mechanics. The analysis of the spatial distribution
of the space-specific rates of growth would provide useful
information about the preferential direction of motion of the
population, that is, the relative capabilities of different sub-
populations to spread in different regions. All information
necessary for constructing stream maps is contained in the
regular genetic maps. Such stream maps may also be useful for
analyzing chemical patterns in reaction kinetics.

Similar applications can be developed starting from the time-
dependent version of our approach. In the case of complex
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chemical or biochemical networks, the time-specific rates can be
used for evaluating the relative contribution of various reaction
pathways to a useful process and building simplified kinetics
models that take into account the contributions of the most
important pathways. For example, in the case of chain reactions
used for amplifying signals in biochemical systems, the analysis
of experimental data can be simplified by identifying the chains
of optimal length that have the greatest contribution to the
output signal (13).

In our derivations, we have assumed that the time and space
variation of the density functions is known from experiments or
theory. This assumption has important implications in popula-
tion genetics: for example, it makes it possible to describe not
only the effects of selection but also of other genetic processes,
such as mutations, migration, or random drift; moreover, our
approach makes it possible to study multi-locus systems and even
problems of quantitative genetics, described in terms of contin-
uous phenotypic variables. Regarding the effects of random
drift, the approach presented in this work describes a single
realization of a random process. To quantify the effects of
random drift, we need to develop methods of dynamic averaging
with respect to the sampling fluctuations. Such a task can be
accomplished by using the method of curtailed characteristic
functionals (16).

The space-dependent version of our approach can be easily
extended to more complicated problems. For relativistic trans-
port problems, it is convenient to replace real space by the
space–time continuum. For problems of quantitative genetics, it

is useful to replace the real space by the space of a set of
phenotypic variables. Other generalization of our approach for
transport processes is based on the use of a Lagrangian descrip-
tion of the motion. The Lagrangian description of motion leads
to Fisher equations similar to the ones derived in Time-
Dependent Generalized Fisher Theorems, where the partial time
derivative �t is replaced by a transport (substantial) derivative Dt.

Our generalized Fisher’s theorems also lead to interesting
problems from the point of view of statistical physics. As pointed
out by Fisher and many others, there is an analogy between
Fisher’s theorem and the second law of thermodynamics. This
analogy raises many questions that have not been studied yet; in
particular, it is not clear whether the Fisher’s theorem is con-
nected in some way to an extremum entropy principle. Our
formulation makes it possible to further investigate this question.
Our preliminary research has shown that there is an unexpected
relation between our generalized Fisher’s theorems and the
theory of likelihood and Fisher information. In particular, our
relative, time- and space-specific rates of growth can be inter-
preted as statistical scores. Another interesting problem is
investigating the possible connections between our approach and
the variational formulation of physical laws based on the use of
Fisher information, suggested by Roy Frieden (17).
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