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Abstract: Given the (canonical) Markov process associated with a sufficiently general semigroup (Pt ), we establish a result
concerning the uniform completeness of a family of L2-spaces naturally associated with the jumps of the process.
An application of this result is presented.
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1. Introduction

Square integrable martingales play a fundamental role in probability. In the frame given by a sufficiently regular Markovprocess, it happens that square integrable martingales that are also (nonincreasing) additive functionals “generate” allsquare integrable martingales by means of an “elementary” stochastic calculus.The study of this special class of martingales, started by Dynkin [3] and Venttsel [6], was later developed by otherauthors in connection with Lévy systems and carré du champ operators; see [2, 5].In this paper, we deal with another feature of this class of martingales in connection with a representation of increasingadditive functionals with totally inaccessible jumps, in the general frame given by a Ray Markov process on a compactmetric space.More precisely, our main result, Theorem 3.1, presents a property of “uniform” completeness for a family of L2-spacesexplicitly given, naturally associated with jumps of the Ray process considered. As an immediate application, in Corol-lary 3.2 (and its proof) we establish in this general frame a representation of pure discontinuous part of these martingales,considered in [2, Chapter XV, Theorem 46] for the case of Feller processes.
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2. General preliminaries

We consider the notions from general processes theory and martingale theory well-known. Given a compact metricspace F , we consider a Ray Markov semigroup (Pt) on (F, β(F )) and the canonical Ray process X = (Ω,F ,Ft ,Θt , Px)with transition semigroup (Pt). For the definition and properties of Ray semigroups and Ray processes we refer thereader to [2] and [4]. We recall here only a minimum of facts necessary for comprehension of the paper.Let N denote the set on nonbranching points for the resolvent (Up) associated to (Pt), namely
N = {x ∈ F ∣∣ lim

p→∞
pUpf(x) = f(x), f ∈ C(F )} ;

we denote by B the set F \ N consisting of branching points. Then Ω = {
ω : [0,∞) → N | ω(t) is right continuousand ω(t−) exists in F for any t > 0}, and Xt(ω) = ω(t) for any t ≥ 0. On Ω we consider the natural filtration

F0
t = σ (Xs, s ≤ t), F0

∞ = σ (Xs, s <∞). For any law µ on N, we denote by Fµ
t the completion of F0

t in F0
∞ with respectto Pµ , where Pµ is the unique law on F0

∞ such that (Xt) is Markov under Pµ with transition semigroup (Pt) and initiallaw µ; we note that each (Fµ
t ) is right continuous. Finally, Ft = ⋂

µ F
µ
t , F = F∞ by convention, and Θt denotes theshift operator on Ω, (Θtω)(s) = ω(t + s) for any s ≥ 0.If A is a subset of R+×Ω, then A is called evanescent if it is Pµ-evanescent (that is, Pµ{ω | (t, ω) ∈ A for some t ≥ 0} = 0)for any law µ on N.We recall that if (W,Gt ,G, Q) is a general filtered probability space with (Gt) satisfying the usual conditions, then astopping time T is accessible (totally inaccessible) iff its graph is contained in a countable union of graphs of predictablestopping times (respectively, Q {T =S<∞} = 0 for any predictable stopping time S).In the sequel a stopping time is meant relative to (Ft), if it is not specified, and in addition it is called predictable (totally

inaccessible) if it is so relative to (Fµ
t , Pµ) for any law µ on N (in the above sense). The following fact is fundamentalfor the sequel; it is essentially proved in [2, Chapter XV, 48].

Proposition 2.1 ([2]).
If µ is a law on N, then a stopping time T is totally inaccessible relative to (Fµ

t , Pµ) iff the following relations hold:

XT− 6= XT , XT− ∈ N on {T <∞},

except on a Pµ-negligible set.

Next, we consider the set
J = {(s, ω) | s > 0, Xs−(ω) 6= Xs(ω), Xs−(ω) ∈ N}, (1)

which can be expressed as a disjoint countable union of graphs of stopping times Sn (in a canonical manner). Then each
Sn is totally inaccessible, and some kind of converse is also true.
Corollary 2.2.
Let (Gt) be a (real) r.c.l.l. process adapted to (Ft), with totally inaccessible jumps. Then except on an evanescent set
the jumps of (Gt) are contained in J .

Proof. Indeed, it suffices to recall that the set of jumps of (Gt) can be expressed as a countable union of graphs ofstopping times, and apply the above result.
Finally, if (Nt) is a local martingale on some filtered probability space, we denote by (Nd)t the purely discontinuouspart of (Nt), see [2, Chapter VIII, 43], and if (Ht) is a (bounded) predictable process, then ∫ t0 Hs dNs = (H ·N)t denotesthe usual stochastic integral.
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3. The main result

Let H2,xloc denote the space of r.c. martingales (Mt) relative to (Ω,F x
t ,F x , Px ), such that Ex [M2

t ] < ∞ for any t > 0,endowed with the locally convex topology given by the seminorms pxt (M) = (Ex [M2
t ])1/2.We recall that an additive functional is a real r.c. process (Gt), adapted to (Ft), such that G0 = 0, and for any fixed

s, t ≥ 0 the following relation holds:
Gt+s = Gt + Gs ◦Θt ,

except on an evanescent set depending on s, t. In the sequel M denotes the space of processes (Mt) which are bothelements of H2,xloc for any x ∈ N and additive functionals, endowed with the topology given by the above seminorms pxt .We denote by E the σ-algebra generated by universally measurable p-excessive functions on F , where p > 0 is fixed,but E does not depend on p. For any x ∈ N and t ≥ 0 we consider the positive measures on (F×F, E×E ) defined by
µx,t(f) = Ex

[ ∑
s≤t, s∈J

f(Xs−, Xs)] ,
where J is the set considered in (1).Clearly, µx,t depends only on the restriction to f on (N×N) ∩ ((F×F ) \∆), where ∆ denotes the diagonal of F×F , andtherefore we consider in the sequel the space (N×N) \ ∆ instead of F×F .For p > 0 we denote Λp = {f : (N×N) \∆→ R | f ∈ Lp(µx,t) for any x ∈ N, t ≥ 0}. If (fn) is a sequence in Λp, we saythat (fn) is Cauchy in Λp if it is Cauchy in Λp(µx,t) for any x ∈ N, t ≥ 0.According to [2, Chapter XV, 45], we denote by (Sft ) the compensed sum of jumps associated to f .
Theorem 3.1.
For any Cauchy sequence (fn) ⊂ Λ2, there exists f ∈ Λ2 such that fn → f in Λ2, where Λ2 is endowed with the family
of seminorms

qxt (f) = (Ex

[ ∑
s≤t, s∈J

f2(Xs−, Xs)])1/2
.

Proof. Let (fn) be a Cauchy sequence in Λ2. The positive (negative) part of fn is also a Cauchy sequence in Λ2,so we may suppose fn ≥ 0 for any n ∈ N, without loss of generality.For any fixed x ∈ N, let fx be a limit of (fn) in L2(µx,t) for any t ≥ 0; this is clearly possible since the family of positivemeasures (µx,t) is increasing in t ≥ 0 (we may reduce it by considering a sequence (txp) increasing to ∞). We remarknow that the measures µx,t , x ∈ N, t ≥ 0, are “uniformly” σ-finite on (N×N) \ ∆; moreover, if we denote
Uk = {(x, y) ∈ F×F | 2−k−1 < d(x, y) ≤ 2−k},

it follows from [2, Chapter XV, 27] that there exists a partition (Abj )j∈N of N, Abj ∈ E , such that
µx,t
(
Uk ∩

(
N×Akj

)) = Ex

[ ∑
s≤t, s∈J

IUk∩(N×Akj )(Xs−, Xs)
]
<∞.

We fix k, j ∈ N and for any real function f on (N×N) \ ∆ we denote fk,j = f · IUk∩(N×Akj ). Let us consider the increasingadditive functionals defined by
k,jAnt =∑

s≤t
fnk,j (Xs−, Xs), k,jAxt =∑

s≤t
fxk,j (Xs−, Xs).
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Using the Schwarz inequality, the following estimations are derived:
∥∥k,jAnt − k,jAxt

∥∥
L1(Px ) = Ex

[∣∣∣∣∣∑
s≤t

(
fnk,j − fxk,j

)(Xs−, Xs)∣∣∣∣∣
]
≤ Ex

[∑
s≤t

∣∣fnk,j − fxk,j ∣∣(Xs−, Xs)]
= ∫ µx,t(dy)(|fn − fx |IUk∩(N×Akj ))(y) ≤ ‖fn − fx‖L2(µx,t )(µx,t{Uk ∩ (N×Akj )})1/2, (2)

and similarly we have ∥∥k,jAxt∥∥L1(Px ) ≤ ||fx ||L2(µx,t )(µx,t{Uk ∩ (N×Akj )})1/2.
Therefore, for any fixed t ≥ 0, the sequence (k,jAnt ) is convergent to k,jAxt in L1(Px ). Using now [2, Chapter XV, Lemma 2, b)],for each t ≥ 0, we find an Ft-measurable, positive random variable k,jCt ∈ L1(Px ) such that

k,jCt = k,jAxt Px a.s.
for any x ∈ N. Next, we regularize k,jCt by defining

k,jBt = inf
s>t, s∈Q

k,jCt ,

and, finally,
k,jAt = {k,jBt if k,jB0 = 0,0 if k,jB0 6= 0.

It follows then that (k,jAt) is r.c.l.l., increasing, zero at 0, such that
k,jAt = k,jAxt Px a.s. (3)

for any x ∈ N, and because of right continuity of the paths, the above relation holds for any t ≥ 0.The set {ω ∈ Ω | t 7→k,j At(ω) is not purely discontinuous} is then null, and after a standard modification as above,we consider that (k,jAt) is purely discontinuous, and, moreover, with totally inaccessible jumps. Indeed, since (k,jAt) is(Ft)-adapted, it follows that the set of its jumps may be expressed by ⋃n T n, where T n are (disjoint) stopping times.Then from (3) it follows that for each n we have for any x ∈ N,
Px{T n <∞, XTn = XTn or XTn /∈ N

} = 0.
But the set in braces is F-measurable, hence the above relation still holds with Px replaced by Pµ , where µ is anarbitrary law on N, and hence the jumps of (k,jAt) are totally inaccessible, from Proposition 2.1.Next we remark that k,jAnt converges to k,jAt in probability (for fixed t) with respect to any Pµ , where µ is a law on N.Indeed, given µ, there exists ν equivalent to µ, such that ν(h) < ∞, where h(x) = supn Ex [k,jAnt ] < ∞, for any x ∈ N,from (2). Then clearly k,jAnt → k,jAt in L1(Pν), and the convergence is still in probability with respect to Pµ .Finally, passing to the limit in the relation

k,jAnt+s = k,jAnt + k,jAns ◦Θt Pµ a.s.,
for any law µ (in fact, the above relation holds identically) we establish that (k,jAt) is an additive functional. Given µ, letΘ = µ ◦ Pt , and since k,jAns → k,jAs in probability with respect to PΘ, it follows that k,jAns ◦Θt → k,jAs ◦Θt in probabilitywith respect to Pµ from a simple Markov property.
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By [1, Theorem 4.2] there exists an (E×E )-measurable positive function fk,j on (N×N) \ ∆, such that for any x ∈ N
∑
s≤t

fk,j (Xs−, Xs) = k,jAt = k,jAxt =∑
s≤t

fxk,j (Xs−, Xs), (4)
except on an Px-null set, t ≥ 0.Let (Sn) be a sequence of “disjoint” stopping times such that J = ⋃n Sn. Then from (4) it follows that for any n ∈ N,

fk,j (XSn , XSn ) = fxk,j (XSn , XSn ) Px a.s.,
x ∈ N. By summation, we deduce for any t ≥ 0,

∫
|fk,j − fxk,j |(y) µx,t(dy) = Ex

[ ∑
s≤t, s∈J

|fk,j − fxk,j |(Xs−, Xs)] = Ex

[∑
n
I{Sn≤t}|fk,j − fxk,j |(XSn , XSn )] = 0,

x ∈ N, and consequently we may take fk,j to be zero outside the set Uk ∩ (N×Akj ). If we put f = ∑k,j fk,j , then clearly
f is the limit of (fn) in Λ2, and the proof is complete.
Corollary 3.2.
For any (Mt) ∈M, there exists f ∈ Λ2 such that (IN ·M)dt = Sft with respect to any probability Px , where N = {(s, ω) |
Xs−(ω) ∈ N}.
Proof. Let (Mt) be of the form Mt = ∫ t0 g(Xs−)dCφ

s , where φ belongs to the (extended) domain De(L) of (Ut) and
Cφ
t = φ(Xt)− φ(X0)− ∫ t

0 Lφ ◦ Xs ds.

Then, as in [2, Chapter XV, Theorem 46], we may take f(x, y) = (g · IN )(x)(φ(y) − φ(x)) and the desired relation holds.Since the mapping f → Sf is additive, it follows that the conclusion holds if (Mt) is a finite sum of martingales of theabove form.From [2, Chapter XV, 49] it follows that for any M ∈M there exists a sequence Mn → M in H2,xloc , x ∈ N, such that Mnis a finite sum as above, n ∈ N. Consequently we can write for any fixed x ∈ N, t ≥ 0:
‖fn − fm‖L2(µx,t ) = pxt

(
Sfn − Sfm

)
≤ pxt (Mn −Mm),

and therefore the sequence (fn) is Cauchy in Λ2.From Theorem 3.1, there exists f ∈ Λ2 such that fn → f in Λ2 and hence we have
(IN ·M)d = lim

n
(IN ·Mn)d = lim

n
Sfn = Sf ,

with respect to any Px , where the above limits are understood in H2,xloc .
We recall that a general process (Zt) on some filtered probability space is called left quasi-continuous if ZS = ZS− a.s.for any predictable stopping time S.
Proposition 3.3.
Let (Mt) be a local martingale with respect to (Fµ

t , Pµ), where µ is a fixed law on N. Then (Mt) is left quasi-continuous
iff Md

t = (IN ·M)dt except on a Pµ-evanescent set.
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Proof. (⇒) Choosing a suitable (Fµ
t ) stopping time and removing the initial value, we may assume that M ∈ H1(Pµ),

M0 = 0. We recall (see [2, Chapter VIII, 44]) that (Md)t = limn(Ant )− (Ãn)t in H1, where
Ant =∑

s≤t
(∆Ms) I{|∆Ms|>1/n} (5)

and (Ãnt ) is the compensator of (Ant ) with respect to (Fµ
t , Pµ). Since the jumps of (Mt) are totally inaccessible, it followsthat (Ãnt ) is continuous, and, from Proposition 2.1, we may replace (∆Ms) by ∆(IN ·M)s = I{Xs−∈N}(∆Ms) in (5).(⇐) Let S be a predictable stopping time with respect to (Fµ

t , Pµ). Then outside a Pµ-null set we have the followingrelations: ∆MS = (∆Md)S = ∆(IN ·M)dS = ∆(IN ·M)S = I{XS−∈N}∆MS .

Moreover, it is known that ∆MS = 0 on {XS− ∈ N}, since on this set we have XS = XS−, a fundamental consequenceof strong Markov property, and we can apply e.g. [2, Chapter XV, 48].
4. Remarks and comments

At a first glance, our main result looks rather as an axiom satisfied by the considered Ray process, by means ofthe probabilities (Px ), since no martingale or additive functional appears in its statement. The announced connection(in Introduction) with the representation of increasing additive functionals with totally inaccessible jumps is somewhathidden in its proof, where [1, Theorem 4.2] is used essentially. Finally, we do not know if Corollary 3.2 can be provedwithout a completeness result (as our main result is, for example).
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