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1. Introduction

In this review article we address two different related issues:
the use of multi-level methods in the context of finite volume dis-
cretization and the problem of boundary conditions for nonlinear
hyperbolic equations. Both issues are developed in the context of
inviscid shallow water equations but the issues are clearly of much
greater generality.

A class of multilevel methods, called Incremental Unknowns
methods was introduced to improve calculation speed in the sim-
ulation of complex physical phenomena while maintaining an
accurate solution of the problems. They were originally developed
for the study of turbulent flows [23,25,26,52,53] but can be of
interest as well in other types of problems encompassing many dif-
ferent scales.

Incremental unknowns were introduced in the context of spec-
tral methods in [41,42]; see also [23,25,26,53]. They were extended
to finite differences, finite elements and wavelets discretization in
e.g. [52,16,14,21]. More recently the implementation of finite vol-
ume multilevel schemes for the solution of the Burgers equations
with a diffusive term was made in [29]. It was developed also in
[1] for the two-dimensional shallow water equations. The general
principle is to split the unknowns in two (or more) terms: a
“large-scale” component U and one (or several) “small-scale” com-
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ponent(s) Z and to treat differently U and Z. The decomposition of
the unknowns that we employ in this article is purely algebraic but
it enables to preserve the numerical conservation of the scheme.
The decomposition of the variables is here done globally but it
can be done locally in certain parts of the domain only, based on
physical motivations (or on information on the flow).

In Parts I and II of this article we are concerned with the solu-
tion of the two dimensional nonlinear shallow water equations
by this multilevel method using finite volume discretization. This
work is intended at exploring the implementation of such methods
for this system. The shallow water system being hyperbolic, there
is no diffusive term in the equations which could stabilize the
scheme; however, as we shall see, the multilevel method that we
present turns out to provide a good and efficient solution of the
problem.

The shallow water equations describe the propagation of sur-
face waves of long wavelength and of relatively large amplitude,
which give rise to strongly nonlinear flows. Multilevel methods
for the shallow water equations supplemented with a hyper-dissi-
pative operator were studied in [26] in the context of spectral
methods for the simulation of turbulence. Our study covers a gen-
eral framework but we are particularly interested in the modeling
of oceanic or atmospheric flows in the presence of mild turbulence.
Therefore, unlike some other situations of physical interest (like
e.g. the breakdown of a dam), the height is not meant to vanish,
as in e.g. [4,5]. From this perspective we present simulations based
on initial conditions taken from [26]. Our multilevel method allows
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to resolve accurately the problems studied while reducing the CPU
time and preserving the numerical conservation of the scheme.

For the spatial finite volume discretization, the hyperbolic
nature of the system requires that we consider schemes that are
well adapted to such problems. Recently, several finite volume
schemes have been developed for the simulation of the shallow
water equations [2-5,10,30,38,39,51,56] in order to study some
particular properties (e.g. preservation of steady states, positivity
of the height of the water). Here we apply a multilevel method
built on central-upwind type schemes which were constructed to
solve numerically nonlinear conservation laws, [36-38]. These
Godunov-type schemes are based on exact evolution and averaging
over Riemann fans and do not need the use of Riemann solvers and
characteristic decomposition, which render them simple and effi-
cient; moreover they can be reduced to a very simple semi-discrete
form. More particularly we will work with the schemes presented
in [37,38]: they are based on the one-sided local speeds of propa-
gation and constitute less dissipative generalizations of the
semi-discrete central-upwind schemes; they also allow to work
on nonstaggered grids. However any finite volume scheme which
can be written in a semi-discrete form can be used as well, pro-
vided that it is adapted to the hyperbolic nature of the system.
Our method has been tested with central leap frog fluxes and the
results were not satisfactory. For the time discretization we need
to use a TVD method which preserves the spatial accuracy: in
the simulations we employ a Runge Kutta method of order four.
As stated above and as explained in more details below, our mul-
tilevel method is based on a different treatment of the large-scale
and the small-scale components of the flow, the small-scale com-
ponents being small in magnitude. For instances small-scale com-
ponent of the variables can be calculated using a simple time
scheme; in our experimentations we chose to freeze them. For
the reader not familiar with these schemes, the puzzling terminol-
ogy “central-upwind” is explained in Remark 7.

Section 2 (Part I) of this article is related to the article [1] and
devoted to the practical implementation of a Finite Volume Incre-
mental Unknows (FVIU) with increments Z of order two, that is
(Ax)*. Section 3 Part Il which is related to the article [11] addresses
some numerical analysis issues and is intended to studying the sta-
bility of some FVIU schemes. We are not able to prove the stability
of the scheme of order two considered in in Part . Instead we intro-
duce two others FVIU schemes with increments Z of order Ax. The
stability of one scheme is studied by the spectral von Neumann
method, the stability of the other scheme is studied by energy
method. Many challenging issues remain open.

The multilevel schemes that we study have some similarities
with algorithms commonly used in oceanography, a review of
which appears in [22]. Similarities and differences are discussed
in [1]. In particular several fundamental issues mentioned in [22]
appear in our algorithms. One of them is the passage of informa-
tion (values of the unknowns) from the coarse grid to the fine grid
and back; this issue occurs in our algorithms; we have addressed it
in Part I in a certain way consistent with earlier studies in finite
volumes, but other procedures can be contemplated which we will
investigate in the future if needed. In this work, the downward and
upward passage of information appear in (4) and Remark 4.
Another major issue mentioned in [22] is the boundary conditions
at the boundary of the entire domain and at the boundary of each
coarse cell when considering the refined cells that it contains. We
do not study this problem per se but however address in Section 4
(Part III) a number of issues regarding the boundary conditions for
the inviscid shallow water equations in relation with the article
[13] and other more theoretical (mathematical) articles
[47,48,32,33]. Indeed the question of boundary conditions for the
inviscid shallow water equations is an essentially open problem,
of current study; see new developments in the mathematical

articles we just quoted. For example the theoretical (mathemati-
cal) studies in [8,46] tend to show that the Dirichlet boundary con-
ditions used in the standard test problem of the Rossby soliton that
we consider in Part IIl are not suitable. This is numerically con-
firmed by the undesirable reflexions appearing when the soliton
reaches the boundary; but this is probably of no importance for the
test problem which emphasizes the initial evolution, before the soli-
ton reaches the boundary. It is shown in [13] that the Neumann
boundary conditions of common use, are better than the Dirichlet
boundary conditions, but they still produce undesirable reflexions
at the boundary which do not appear for the boundary conditions
that we propose, based on the mathematical studies.

2. Part I: Multilevel methods for the shallow water equations

This Part is organized as follows. In Section 2.1 we present the
shallow water system and the problem we are interested in: the
solution of the system on a rectangular domain with either periodic
boundary conditions or Dirichlet boundary conditions. In Section 2.2
we present the principle of the multilevel method. For the sake of
simplicity, we present the method with two-levels of discretization,
but the method can be easily extended to three and more levels.
First we define the incremental unknowns, then we explain the
multilevel algorithm and how the method can help to reduce the
CPU time; then we describe the central-upwind finite volume
scheme that we use. Section 2.3 deals with the space and time dis-
cretization of the shallow water equations using the central upwind
scheme for the spatial discretization and a Runge-Kutta scheme of
order 4 in time. In Section 2.4 we describe the results of the
numerical simulations that we have done. We study in details in
Section 2.4 the behavior of the method on an analytical test case
corresponding to a known exact solution and show that it provides
an accurate solution while reducing the CPU time.

2.1. Presentation of the problem

We apply finite volume multilevel scheme for the discretization
of the nonlinear two-dimensional shallow water system on a rect-
angular domain .# = (0,L) x (0,Ly). This system is the following:

M+Z)r/)u2 4 00ur | g 9° _ Su,

ot X y 2 X

wé | dguv | 9pv? | g 9p* _

ot Ox + ay + 2 0y — S’“ (1)
¢ | oup 4 dvo _

f)t+ ox + y =S

where ¢ is the fluid depth above the bottom, u and » are the x and y
components of the velocity, and g denotes the gravity constant (see
Fig. 1). All quantities are assumed nondimensional. We also denote
S = (54,Su4,S,) the source term which usually vanishes.

We write u = u¢ and v = v¢ (note the difference in fonts) and:

L ur
u %4—‘7 ) ,
— — — 2
¢ u v
N —
| o
o(t, x,y)

z2=0 (z,y)

Fig. 1. Vertical section of the domain.
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which allows us to write the system in the conservative form

ou  OF(u)  0G(u)

ot ox oy

=S 2)

The discretization of .# is done using rectangular finite volumes
Kin = [Xmjw, Xmje] X [Ymys:Ymyn| Of centers (xm,yy), (see Fig. 2), and of
dimensions Ax x Ay, with NyAx = L, and N,Ay = L,.

We use a NSWE (North-South-West-East) stencil which is pre-
sented in Fig. 3 to identify the unknowns.

The unknowns and the source terms will be approximations of
the cell averages:

up,(t) u(x,y, t)dxdy,

- AXAy Jx.,

where wp,(t) = (Un(t), Un(t), ¢, (t)) and,

S (t) (x,y,t)dxdy,

- AXAy Jx.,

With S (t) = (Su,, (1), So (£), Sg (1))
To derive the space discretized equations, we integrate the sys-
tem (2) on each cell K,,, divide by its area AxAy, and we obtain:

d mje(0) = Hyym (6)  Hyu(6) = HY (1)
gt = - e R (G €)
with S;, representing the contribution of the source term.

Here Hy, ,(t) and Hy, . (¢), for example, are respectively the East

flux (along the x axis) and the North flux (along the y axis) on the
edges between K, and K., and between K, and K,, and similarly
for the other terms (see Fig. 2); for example:

X 1
Hiu0) = 5 [ Ry o)y

These fluxes depend on the method employed; we will consider
central-upwind fluxes, which are made explicit in Section 2.3, see
[35-38], but our multilevel method below can also be based on other
fluxes.

2.2. Presentation of the multilevel method

The domain is discretized by two-levels of rectangular finite
volume meshes: the fine mesh #; counts Ny x N,control volumes
of dimensions Ax x Ay, with NyAx = Ly, N,Ay = L,; and the coarse
mesh %, has % control volumes of dimensions 3Ax x 3Ay.

Here we use small letters for the fine mesh and capital letters
for the coarse mesh: we denote by K, a control volume of the fine
mesh and by Ky, a control volume of the coarse mesh (see Fig. 4).

(:L'm,/unym/n,) Fm/" (‘Tm/evym/n)

F ) . F,’L €
i (xmv ym) /

(:l;m/wvym/s) 1_‘m/s (mm/caym/s)

Fig. 2. A cell K.

nw n ne
w m e
SW S se

Fig. 3. The NSWE stencil.
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Fig. 4. The NSWE stencil with coarse and fine cells.

2.2.1. Incremental unknowns

We define the incremental unknowns for the conservative
variables of the shallow water system, that is the three compo-
nents of u = (u, v, ¢). We split each of the unknowns in a large-
scale component U= (U,V,®) and a small-scale component
Z=(Z,,Z,,Z;), which is meant to be frozen during a certain
number of time steps. By large-scale and small-scale, we mean
that U contains the major information on the solution and that
Z represents a correcting term which is comparatively small, as
explained in Lemma 3.1 below. For incremental unknowns de-
fined by spectral decompositions like Fourier or wavelets, see
[14-26,52,53].

Definition 1. Suppose that u = (u, v, ¢) is known on the fine mesh
Z1. Then, on the control volume Kj,, the large-scale component
Uy = (Um, VM, @) and the small-scale components Z,,Z,,Z,,Z;,
Zye,Zs,2,,,Zs, are defined as follows (see Fig. 5):

1
UM:_(um+ue+uw+un+us+une+unw+use+usw)v

9
1 1
Z,=u, —§(UE +2U0y), Z,, =uy —§(UW +2Uy),
1 1
Z,=u, 7§(UN +2Uy), Z; = us 7§(Us +2Uy),

1 1
Zne = Upe — §(UE +UM +UN)7 Zse = Uge *§(y5 + UM +UE)7
1 1
§ st:uswfg(US+UM +UW)7
4)

Z,, = Uy, — = (Uy + Uy + Uy),
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18] Z

Fig. 5. The finite volume incremental unknowns.

Remark 1. The definition of the Z in (4) is at our disposal. We
chose them so that the Z unknowns are of order Ax?> + Ay? as stated
and proven in Lemma 1.

Remark 2. Although all quantities are not used above and below,
we have available on each coarse cell M and each fine cell m, the
average values Uy, Un, Su, Sm, Un, U, Zy, Zi.

Remark 3. Notice that the definition of the large-scale compo-
nents U differs from previous works on such incremental
unknowns (see e.g. [29]). Indeed for the definition of the small-
scale components in a coarse cell we use the values of the variable
in the cell but also in the neighbor coarse cells, which is unusual.
The large-scale component on a coarse cell Ky is defined by taking
the mean value of the 9 fine-cell components of u. Taking the mean
on the 9 cells is crucial to ensure the numerical conservation of the
scheme. We will discuss below the case of the boundary coarse cells
when some of the needed neighboring coarse cells do no exist.

Remark 4. The correspondence between the solution on the fine
mesh u and its large-scale and small-scale components is one-to-
one; that is knowing the component U on the coarse mesh and
the components Z on the fine mesh, we can compute u on the fine
mesh; here are the recomposition formulas:

un :5UM—UE—Uw—UN—Us—(ZE+ZW+Zn+Zs+Zne

+Zse + Zyy + st)7

1
u, =Z, + 5 (Uy + 2Uy),

1
u, =Z, + = (Ug + 2Uy), 3

3

1
us; =Z; + 5 (Us + 2Uy),

1
u, =Z, += (Uy +2Uy), 3

3

1
Use = Zg, +—(U5 + Uy + YE),

1
Upe = Zpe +§(UE+UM+UN)7 3

1
Uy = Zsy + 5 (Us + Uy + Uy).

1
unw:an+—(UW+UM+UN)7 3

3

Remark 5. It is important to observe that this definition of the
incremental unknowns is recursive: once the U and Z correspond-
ing to the second level coarse grid have been calculated, we can
split U by the same means to find the U and Z corresponding to
a finer level of discretization, that is to say the U of the second level
plays then the role of the large-scale variable for the third level.

Using Taylor’s formula, we can show that the small-scale com-
ponents Z are small compared to the large-scale components,
which are of the same order as u:

Lemma 1. The small-scale components
Zse, Znw, Zsy are of order Ax% + Ay2.

ZE-,ZW7Z_97ZH-,Zﬂ€7

Proof. Using Taylor’s formula, we have indeed for Z; for example:
1
Z, =u; — §(U5 +2Uu)

1
=Us; — ﬁ [uSm + Use + Ugy + Usy + Ugs + Ugpe + Ugpy + Usge

HUgey + 2(Up + We + Wy + Wy + Ug + Upe + Uy + Wge + Uy )]
1
=57 [25us — (us — 2Ay0,u) — (U5 — AXD, U5 — 2AY9,u;)

—(us + AxOxus — 2Ay0,U5) — (Us — Aydyug) — (U5 — 3AYI, Uy)
—(uy — AxOxus — Ayoyug) — (U + AxOus — Ayd, uy)

—(us — AxOxus — 3AY0,U;) — (Us + AxOus — 3Ay0,uy)

—2(us + Ayd,us) — 2(ug + 2Ayo,u;) — 2(us + AXOxUs + Ayo,u)
—2(us — AxOus + Ayd,us) — 2(ug + Axoxug) — 2(Us + 2AX0Us)
—2(us — AxOus + 2Ayopu;) — 2(us + AxOus + 2Ay8yus)}
+O(AX* + AY?).

We observe that the expression between brackets after 1/27 actu-
ally vanishes so that finally:

Z, = O(AX* + AY?).
It works similarly for Z,,Z,,,Z,, Ze, Zse, Zsy, Zyyy. O

2.2.2. The multilevel scheme
2.2.2.1. Scheme on the coarse grid. We split each component of
u = (u,v,¢) into its large-scale component U = (U,V,®) and its
small-scale component (Z,,Z,,Z;). To obtain the scheme on the
coarse grid of level 2, we write (9.1) on each fine cell
K, Ke, Kw, Ky, Ks, Kpe, Kse, Kuw,Ksy of the coarse cell Ky (see
Fig. 4), and we take the mean value by summing all these equations
and dividing by 9. This results in:
d 1
7Un(0 =55 |

+H;‘/\/e/w - H;/w + Hflw/Wne -

H;/w - H)r(n/e + H; H + Hﬁ/sw - Hg/se

n/nw —

H;;W/TI + H?w/Wse - H?w/s

X
n/ne

+H)r‘1/ne - H)Ii'nw/ne + H)r(n/e - H:/Ew - H;‘e/Esw + H:/se]
1

Yy

oAy [Hon

+H)

nefe

7H%W/NSW + H;, Hy,

sw/w — lw/nw

y y Yy
- Hn/Ns + Hs/m - Hn/m

+ Hg/Sn - H

s/m

H%e/Nse + Hy Hy + Hﬁw/w

e/se — "lne/e

+ Hi’w/Sne - Hé"w/w] +Sum(t), (5)

+H H

se/snw — Hisefe

with:

Su(t) = %(Snw(t) + Sn(t) + Sne(t) 4+ Sw(t) + Sn(t) + Se(t)

+ Saw(t) 4 Ss(t) + Sse (1)) (6)

In (5) the definition of the fluxes such as Hy, ,,, Hy, ,, is obvious and
the less obvious fluxes such as Hy,. relate to the edges shown in
Fig. 6. Eq. (5) gives after simplifications the following semi-discrete

scheme to be applied on the coarse grid of level 2:
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d 1
aUM(t) :% [(Hﬁw/Wne +H)\;Ve/w +Hﬁw/Wse)

1
- (H;nw/ne + Hz/Ew + H:e/Esw)] +® [(ng/Sne + H}"/Sn + Hile/Snw)

_(Hi};w/Nsw—i_Hﬁ/Ns+Hﬁe/Nse)] +SM(t)' (7)

Remark 6. Note that formula (7) corresponds just to the averaging
of Egs. (3) on the 9 cells corresponding to the coarse cell M. Of
course this process is completely recursive and can be repeated for
simulations on three or more levels of grids.

We can now conceive different numerical schemes depending
on the definition (choice) of the fluxes and the solution on the
coarse level can be done locally in certain parts of the domain.
We ought also to choose the time discretization for dUy,/dt. Con-
cerning the spatial discretization we chose to freeze the Z compo-
nents during the iterations on the coarse grid, while the large-scale
components U are computed through this scheme.

2.2.2.2. Multilevel algorithm. The small-scale components Z have an
important effect on the size of the error. To explain this, let us de-
scribe the multilevel algorithm in details.

For a general multilevel situation, let us fix the number Ny, of
levels of grids on which we are going to compute. From ¢ = 0 until
the final time T, we repeat Nj/L times (where Ny is the total num-
ber of iterations) the cycle nyn,...n, where for 1 <i < L,n; stands
for an iteration on the level n;, 1 < n; < Npg. For example for a sim-
ulation on two-levels, as considered here, we chose to repeat cycles
of the form: 111122221111, where 1 corresponds to the fine grid
and 2 to the coarse one. Of course alternate choices of the sequence
of levels are possible and, in future work, we intend to develop
adaptative procedures for changing the levels. Therefore at the
nth iteration, we compute:

o At level 1 we work on the fine mesh #; and compute u™! with
the classical scheme (described in our case in (9) and (10)
below).

o At level 2

we calculate explicitly the fluxes needed by the scheme (7),

- we split u” into its large-scale U" and small-scale Z"
components,

- we compute U™ with (7),

we recompose u™! from U™ and Z".

We freeze the small-scale components Z during each iteration
at level 2. This induces an error on Z of the order Atx magnitude
of Z = At(Ax?> + Ay?). This error committed in freezing Z adds up

Hryuu/Nsw H;{/Nq HZG/NS(:
H::w/ Wne nw n ne Z‘nw /ne
H, ch Jw w m e H : /Ew
szw /W se sW s se H ng /Esw
Hﬁw/S'ne Hij/s'n, H;"Je/Snw

Fig. 6. Fluxes needed for an iteration of the scheme on the coarse grid to calculate
y™1on Ky.

to the classical error (see Section 2.4); this time variation thus
needs to be controlled during the simulations.

2.2.2.3. Gain of CPU time. It is important to notice that implement-
ing the scheme on the coarse grid requires to calculate the fluxes
on the fine grid only on the exterior edges of the coarse cell, as
indicated in Fig. 6.

When implementing such schemes in the context of shallow
water equations, the most time consuming step during one itera-
tion is the calculation of the fluxes; therefore the multilevel meth-
od is expected to reduce significantly the CPU time.

Indeed, if we implement the classical finite volume scheme
using it only on one-level namely the fine mesh .#; which has
Ny x N, control volumes, for each time iteration, we need to calcu-
late the fluxes on 2NN, + N, + N, edges.

Now with the multilevel method implemented on two-levels of
grids .#4 and .#>, during an iteration on the coarse grid, the fluxes
need to be evaluated on 2NN, /3 + N, + N, edges. This means that
for this iteration, we gain % computations of fluxes, where

4NN,

3
In the particular case of a square mesh (that we will consider in the
numerical experiments),

G =

4 = 4N?/3,

and this corresponds to a computational saving of

2 N\,

For example if we work on two-levels with two grids of 300 x 300
and 100 x 100, this means a gain of 66.4% for each iteration on the
coarse grid. We notice that the maximum gain in percentage that
we can expect is less than 66.66%, and that when the number of
cells of the fine mesh (N, x N, ) increases, the gain gets closer to this
maximal value.

The behavior of the multilevel method then depends on the
number of iterations performed on the coarse level: as this number
increases, the CPU-time decreases, whereas the error increases.
Nevertheless, in order to be sure that we obtain a good approxima-
tion of the solution, we need to check that the error when using the
multilevel method ranges between the error made when calculat-
ing on the fine level and that made when calculating on the coarse
level and this appears clearly in Fig. 13. This will ensure that the
multilevel method enables us to get a better solution than when
calculating on the coarse level, while being faster than the classical
one-level method on the fine grid. We have to make a compromise
between these two aspects. In our case we obtained a gain of 15.6%
of CPU time for a given accuracy.

2.3. The multilevel method with central-upwind schemes

2.3.1. Spatial discretization

The space discretization is done using a semi-discrete central-
upwind scheme (as in [37,38]); we describe here in detail the
expression of these central-upwind fluxes. These types of schemes
have the advantage of being perfectly adapted to the discretization
of hyperbolic systems of conservation laws due to their upwind
nature while being robust and simple since they do not require
to solve any Riemann problem; moreover they are nonstaggered
schemes. The starting point of the construction of this type of
schemes is the equivalent integral formulation of the system. They
are based on integration over Riemann fans using the one-sided lo-
cal speeds of propagation.
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Recall that the semi-discrete form of the scheme reads:

ium(t) _ H)r(n/e( ) Hﬁ//m(t) er/n/n( ) H{/m(t)
dt Ax Ay

+ Sm(1). (8)

Eq. (8) is exact. The approximation procedure starts with the
approximation definitions of the fluxes that we choose. We first
use a second order version following [37,38], and the corresponding
numerical fluxes are:

H* m/eF(uE) m/eF(ugv) m/ea&/e(uew B ugl) 9
mje = a, —a. a-,. —a: ©)
m/e m/e m/e m/e
and
Hy ~ b;/n ( ) bm/nG( ) + b:rn/nbr;/n(u uN) (.10)
mn b;l/n - br;/n b;l/n - br;/n

With F, G as in (2), we use a non-oscillatory linear polynomial
reconstruction to evaluate the following point values which are
present in (9) and (10):

E

um :L’m(xm/t’vymvt)vu :ém(xm/W7ym7t)7

ulr;l—l = Cm(Xme/ns t)vufn = Qym(xms_)/m/m t)

Where Cyn(Xm, Y t) = Un(t) + S5() (X — Xn) + ()Y — V).

We use a piecewise linear reconstruction in order to obtain a
second order scheme. The order of the scheme also relates to the
order of the quadrature formula used to approximate the flux inte-
grals coming from the integral formulation.

The slopes of this linear approximation are calculated using a
minmod limiter:

DGR minmod(eu'"(t)A_XuW(t) "UE(t)z_A :w(t) () ;Xum(f))’
sh(t) = minmod(eu’"(t)A; us(0) ;un<t>2;yus(t) (D) A*yum(t)%
(11)

where minmod of a vector is understood by components and for
scalar arguments it is defined by:

min(x;), if x; >0Vi
minmod(X1,X,,...) := { max(x;), if x; <0Vi
0, otherwise.

)

where 0 € [1,2].

An appropriate choice of these approximate derivatives is cru-
cial to ensure that the above reconstruction is nonoscillatory in
the sense of preventing appearance of new extrema in the solution;
it can be shown that with such approximate derivatives the
scheme satisfies the scalar total-variation-diminishing (TVD) prop-
erty (see [35,37]). The parameter 6 € [1,2] has to be chosen in an
empirical optimal way in order to obtain good results.

The one-sided local speeds of propagation are given by:

= ma | G ) ) s 05 ) 0,

0yje = Min {/lmm <% (uZ")) , Dmin (% (uf,,)),O}

bl I (gfl( >) . (glcl (um>) | 0}7 (12)
bpn = Min {Amm (% (ui))  Jmin <g—ﬁ (u’,}i)) , O},

where Amax(5 (@) and Apin (55 (1)) (reSp. Zmax(55 () and Zin (55 (W)))

are respectlvely the largest and the smallest eigenvalue of the Jaco-
bian matrix of F,Z (resp. of G,%£) at the point @.

’ ou

= Mmax

Remark 7. The terminology “central-upwind” introduced in
Kurganov et al. [37], is justified as follows: the finite differences
quotients used in the right hand side of (10) correspond to central
finite differences that is e.g. %m is somehow approximated by
A& (Uymye — Uw/m). However the values ujm/e, Ujw/m are replaced by
the fluxes H}, , and Hy, ,, and the fluxes defined in (9)-(11) take
into account the direction of the flow through the coefficients
at,a~,b", b, as defined in (12). This gives us a central-upwind
scheme of second order.

Boundary conditions with central-upwind schemes. When
we consider periodic boundary conditions, then the quantities on
the boundaries are evaluated using periodicity.

2.3.2. Time discretization with Runge—Kutta method

For the time discretization, we use a fourth order Runge-Kutta
method. Let T > 0 be fixed, denote the time step by At = T/Ny,
where Ny is an integer representing the total number of time iter-
ations; for n = 0, .., N;; we define u" as the approximate value of u
at time t, = nAt.

We rewrite (3) as

%um = R(up(t),t),
and apply the following time discretization:
ki, = R(ul, ty),
Ky = R(ul, + 4Kty +40),
K = ROUG, + 5Kt ), (13)
Ky = R(ul, + AtKS | t, + Ab),
uit = w4 (kT + 2K+ 2K5 K ).

2.4. Numerical simulations

We present here the numerical results obtained by using the
multilevel method that we just described.

We consider a square domain .# = (0,L) x (0,L) with periodic
boundary conditions. In order to study the performance of the mul-
tilevel scheme, we first consider analytical solutions; we solve the
non-dimensional shallow water system with the initial conditions:

u ux,y,0)
v|=| vxy0)
¢ ¢(x,y,0)

these values being taken from (14) below and we also compute with
the source terms so that

u(x,y,t) =ug (1 + €sin <2¥t> cos <4Lﬂ> cos (?))
v(x,y,t) = <1 + €sin <2¥t> sin (?) cos (?)) (14)
O(X,¥,t) = (1 + €sin (?) cos (4?{) sin (?)),

is the exact solution of the system to which we can compare the
computed solution.

Here we take L = 10 km; the average height and speed of the
fluid are respectively ¢, = 1 km and up = 0.1 km/s, and € measures
the amplitude of the wave, here € = 0.2. The time period of the exact
solutionis T = 0.5 s and the time step retained for all the computa-
tions is At =107*s. Let us introduce the small nondimensional
parameter jt = (¢,/L)> which measures the shallowness of the flow;
here ;1 = 107? and the Stokes number which compares the disper-
sive effects and the nonlinear effects is S = €¢/u = 20. We are thus
indeed in the framework of a shallow water flow (large amplitude
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and shallowness), which renders the flow strongly nonlinear. The
nondimensional parameter 0 in (11) is taken to be 0 = 1.6 and the
fine mesh .#; counts 90, 000 cells which corresponds to a space step
equal to Ax = Ay = 10/300 km =~ 33.33 m.

First, we make a one-level computation on the fine mesh .#, in
order to study the behavior of the small-scale and of the large-scale
components Z and U of the conservative variables corresponding to
the coarser level of discretization which here is level two. We plot
the time evolution of the discrete norms of the following quantities
for:

]y = /S, Ay,

10 =[S, OV

1272 = />y e AXAYIZ5

where ./, denotes the coarse mesh, and similarly for u and »; above
and below | - | stands for the Euclidian norm in R>. We also plot the
time evolution of their variations

du”]], = \/mee,f/l AxAy[ur, — w172,
a0l =[S, OmayIU, — U (15)

€2, =[S, Az - 23

The graphs that we obtain are presented in Figs. 7 and 8. As ex-
pected, the norms of ¢, u and v are respectively of the same order
as the norms of ¢,U,V, and the norms of Z,;,Z,, and Z, are small
in accordance with Lemma 1. Moreover Figs. 7 and 8 show that
the time variation of the large-scale components U of the conserva-
tive variables ¢,u, and » are similar to the variation of ¢,u, and v
and the time variation of the small-scale components Z satisfy
|dZ|, = ©(At*?)"; the order of magnitude of this norm is crucial for
the efficiency of the multilevel method. Indeed during an iteration
on the coarse grid, the Z's are frozen, which means that Z"' = Z".
But normally,

0L
n+1 _gn ol n 2
2 2" = At + O(AP)

that is Z'' = Z" + 5 where § = At 2" + O(A8?).

Consequently, if%" = O(At) then § = 0(At?) and freezing the Z is
legitimate, whereas 2 _ 7" = 0(AL) means that
§ = AtZ = ¢(At) or Z = ¢(1) and freezing the z" introduces sig-
nificant errors.

The quantity % can be computed explicitly and is linked to the

space step. Indeed, we find, using Taylor’s formula, that

4, ,0u 1, ,0%,

Ze=—3M 5073 a2’
4 ,0%u, 4, ,0u ou

Zne = — = AX? ¢ _ ZAy? ¢ _ AxA ¢,
ne 3% e "3V dy? XY oxdy’
and
0L 4, ,Pu 1 0
o 377 otox2 3 otoy?’

1 @(At™) means < CAt™, where C is a constant of macroscopic scale for the
corresponding physical quantity.
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Fig. 7. Time evolution of the discrete L>-norms of the conservative variables.
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and similarly for the other Z terms. In a future work, this quantity
could be used as a criterion to selectively decide whether a way
down on the coarse level is reasonable in order to control the de-
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Fig. 8. Time evolution of the discrete L>-norms of the variations of the conservative
variables as defined in (15).

cents from the fine grid levels to the coarse level and the ascents
from a coarse level to a finer level instead of following systematic
cycles as is done in the simulations presented here (cycle of
1111122222211111).

1 |dz, |, / it
N = 300
L N=90 |]
05 N =120
. ARTATAATATATAA AT ATAATAA A *_dt
0 5 10 15 20 25
|dz, |,/ dt
0.1
0.05 i

0.1 : ; ; ;
N =90
05\ | AN AN I A A A A A -
O%wﬂﬁmAMMMAﬂuﬂmﬂmMﬂmmﬂ N=120
YY) W UV VAV VY UV WV VAU VD % gt
0
0 5 10 15 20 25

Fig. 9. Time evolution of the [*-norms of the variations of the variables with
different space steps.

For the test case that we study, the order of magnitude of %" can
thus be evaluated and we find values which agree with the curves
presented in Fig. 8. To show the importance of the space step we
repeat several computations on different fine meshes (with
90 x 90 and 120 x 120 control volumes) and plot in Fig. 9 the evo-
lution of 2" which is compared to At. The multilevel method
with 300 x 300 cells is expected to work well up to a certain point
since 2" is not too far from ¢(At); of course the larger the space
step is, the larger the value of % will be and the less accurate
the multilevel method will be. The multilevel computation with
the mesh using 120 x 120 control volumes is still more precise
than the computation on the coarse grid, but with 90 x 90 cells,
%" is much larger than At and the multilevel method provides
too large errors: the errors obtained are too close from the ones ob-
tained with a computation on the coarse grid, for the multilevel
method to be profitable (see Fig. 10).

Consequently the multilevel method is expected to work better
for a smaller space step; and it enables to descend on coarser levels
and to spend more iterations on the coarser levels, which provides
a more important gain in CPU time while preserving the accuracy
of the solution.

In a second step we use the multilevel method to solve the same
problem with two-levels of discretization. The coarse mesh .#-
counts 100 x 100 cells with a space step Ax = 0.1. This computa-
tion is made by beginning with a few iterations on the fine mesh,
and then repeating cycles of the form 1111122222211111 where
1 corresponds to the fine level and 2 to the coarse one, which
means that we perform about 37.5% of the iterations on the coarse
grid (see Fig. 15); in the following, we refer to this simulation as
the multilevel method at 37% (MM37).

We show in Fig. 11 the solutions obtained at t = 20 with the
multilevel method on the right, which are visually very similar to
the reference solutions obtained with the one-level computation
on the fine mesh and depicted on the left of the figure (which is
very similar to the exact solution available in this example). For
more readability we also represent the differences between the
multilevel solutions and the reference solutions on Fig. 12; they
are small and agree with the errors obtained.

Notice that the reconstruction of the solution at each iteration
with the frozen small-scale component Z leads to the appearance
of very small peaks on the solution; a zoom on the solution is nec-
essary to see them. Indeed, suppose that the large-scale compo-
nent U" of u at the nth iteration is exact and suppose that the
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Fig. 10. Time evolution of the L? errors obtained with a multilevel computation at
37% and with a computation on the fine grid for a mesh of 90 x 90 cells.

variation of the Z during this iteration is of order #, namely
Z" = Z"' + . After an iteration on the coarse grid, we recompose
the solution with Z"! by freezing the small-scale component and
find:

w =50}, -Ur-U), UL Uy -2 -z !

n—-1 n-1 n-1 ..n
-7, -2, -Z, .u

sw e
1

=5 QU +Up +Z;7,

and similarly for ul,u}, u? u?, u?, u}l ul u? . But the solution

er Twr s Ty ne’ “'nw’ “se’

recomposed with the correct Z" would be:
w =50, -Ur U}, Ui Uy -2 -z !
~Zn - =T -8,

and
1
up =5 QU+ YD +Z 4,

and similarly for the other terms. Thus we make an error of  for the
solution on the cells K., K,,, K, K, Kye, Knw, Kse, K5y and an error of
81 on the cell K, which results in the formation of these small
peaks. If 7 is small (which is linked to the analysis made in Fig. 8)
this does not spoil the solution.

Remark 8. Notice that in one space dimension the size of the
peaks would be smaller; freezing the Z introduces an error of order
1 on the adjacent fine cells K, and K,, of a coarse cell Ky and an
error of order 25 on the cell Kp,.

In Fig. 13 we also compare the L*-errors made with this multi-
level computation at 37% and with a multilevel computation at
45% to the one made with a one-level computation on the coarse
and fine meshes. Fig. 13 shows that the multilevel methods at
37% and 45% remain very accurate since the corresponding errors
are below the errors made on the coarse grid. The method is also
very stable and computations can be pursued for a long time.
The oscillations observed in the errors are due to the strongly oscil-
lating nature of the solution (the time period is 0.5) and are inde-
pendent of the multilevel method. We represent in Fig. 14 a zoom
of the comparison of the errors on four periods between t = 10 and
t=12.

In Fig. 15 is displayed the scheme of the cycles followed when
computing with the multilevel method at 25% (which consists in
repeating cycles of the form 1111112222111111 after a few itera-
tions on the fine grid), 37% (cycles of the form 1111122222211111)
and 45% (cycles of the form 111112222222211111).

Moreover we liken the CPU time needed with a one-level
computation made on the fine grid and with the multilevel
methods at 37%, at 25% and at 45% in Table 1. We also indicate
in the second column the gain of CPU time in percentage which
is made when using the multilevel methods as compared to the
computation on the fine grid, and in the last two columns the
percentage of CPU time spent for the iterations on the fine grid
and on the coarse grid. Note that the mean CPU time spent for
an iteration on the fine grid is of 0.5s and of 0.3 s for an itera-
tion on the coarse grid.

The more time we spend on the coarse grid, the faster the com-
putation will be. However if during one cycle we perform too many
iterations on the coarse grid, the method loses its accuracy and it
can become less accurate than the one-level computation on the
coarse grid. Indeed we observe in Fig. 16 that with cycles of the
form 1111222222221111, the variations Z'”;—;Z" for ¢, u and v be-
comes very high compared to the time step (runs over 1 for u
and v), and the Fig. 17 shows us that the errors become even larger
than the errors made on the coarse grid.

An improvement of the multilevel method could be made by
using a criterion controlling whether the way down on a coarser le-
vel is admissible and how many iterations can be made on this
coarse level without spoiling the solution. A characteristic quantity
could be evaluated during the multilevel computation and when it
becomes too close from a critical value, a way up on a fine level
would be performed.

2.5. Concluding remarks

In Part I of this article we have implemented and studied a
multilevel method to approximate the solution of a hyperbolic
system of conservation laws: the shallow water equations. We
have introduced new incremental unknowns which enabled us
to preserve the conservation property of the schemes. The
numerical simulations show that the method remains accurate
while enabling to decrease the time of computation although a
certain number of iterations are made on the coarse grid. The
method shows its best performance for simulations requiring a
small space step and very fine meshes. It could be applied with
improved efficiency by using an adaptative criterion which
would depend on the problem to be solved (see Section 2.4).
An improvement of this method could also be done by applying
it locally and selectively in the spatial domain. These ideas are
left to future work.

3. Part II: Analysis of some multilevel finite volume methods

As explained in the introduction the study of the stability of the
multilevel finite volume methods is widely open. However we
present in this part the study of two versions of the multilevel fi-
nite volume method, with increments Z of order Ax instead of
Ax? as in Part I. The two methods are very similar. However for
the first method we only conduct the stability analysis by the
Von Neumann method in space dimension one for a one-dimen-
sional transport equation (Section 3.1.1) and for the one-dimen-
sional linear shallow water equations (Section 3.1.2); both
problems are considered with space periodicity boundary condi-
tion. For the second multilevel finite volume method we conduct
the stability analysis by the energy method for two-dimensional
inviscid linearized shallow water equations (Section 3.2).
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75

Fig. 11. Solutions obtained at t = 20 with a one-level computation on the fine mesh (300 x 300) (left), and with the multilevel method at 37% (right).

3.1. A multilevel method in space dimension one

3.1.1. The transport equation model

3.1.1.1. Multilevel spatial discretization. In this section we are inter-
ested in a finite volume multilevel scheme for the following linear
advection equation on a one-dimensional domain .# = (0,L):

ou ou
E(X’t) +§(X,t) =0.

(16)

The equation is supplemented with space periodicity boundary

condition
u(0,t) = u(L,¢t),

(17)
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0 0

Fig. 12. Differences between the multilevel solutions (Umms7, mms7, dyms7) and the
reference solutions (urer, Vrer, dref)-

together with the initial condition

u(x,0) = u’(x), (18)
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Fig. 13. Time evolution of |[¢ — ¢ell, |[U — Uex||5, || — Vex||, With the multilevel
method at 37% (MM37) and at 45% (MM45), the computation on the fine grid (FG),
and the computation on the coarse grid (CG).
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Fig. 14. Time evolution of [|¢ — ¢lly, |[U — Uex|l,, ||V — vex||, with the multilevel
method at 37% (MM37), the computation on the fine grid (FG), and the
computation on the coarse grid (CG).

where u° is some given square integrable function defined on .#.

The scheme will involve two grids, a fine one and a coarse one.
We first introduce the fine grid consisting of 3N cells of uniform
length Ax with 3NAx = L. Let us denote the corresponding cells
by k;, j=1,...,3N, so that k; = ((j — 1)Ax,jAx). The discrete un-
knowns on the fine grid will be denoted by u;,1 <j < 3N. Here u;
is expected to be some approximation of the mean value of u over
k;. By integrating the Eq. (16) over the cell k; we obtain that:

JAX
4 / u(x, t)dx + u(jAx,t) —u((j — 1)Ax,t) = 0.
dt (-1)Ax

Now the term u(jAx, t) is approximated by u;(t) using an “upwind”
scheme due to the direction of the characteristics for Eq. (16).
Therefore the upwind finite volume discretization reads

du; u;(t) — ujq (t)

=10 0 1<) <N, (19)
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Fig. 15. Evolution of the level of discretization for different multilevel
computations.

Table 1

Comparison of the CPU times used with a computation on the fine grid and with
multilevel methods with different cycles. IFG = Iterations on the Fine Grid, ICG = Iter-
ations on the Coarse Grid.

Method CPU time Gain in % % IFG % ICG
FG 26 h - 90 0
MM25 24 h 37 5 75 135
MM37 22h 21 14 66 21
MM45 21h 55 15.6 61 26
|dz, |,/ dt
1 -
MM37
05t x o dt
0 IR HHIHHIIIHIIAIAAAANAAAA
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|dz, |,/ dit
2 -
MM37
1t * dt
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ik * dt
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Fig. 16. Time evolution of the discrete L?>-norms of Z"‘L—;Z" for the conservative
variables with the multilevel method at 50%.

where we have set

Uug(t) = usn(t). (20)
These equations are supplemented with the initial conditions
w(0) = o [ WEdx 1< <3N 1)

Jk;
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Fig. 17. Time evolution of || — ¢gll5. ||t — Uex||5, || — Vex||, With the multilevel
method at 50% (MM50), the computation on the fine grid (FG), and the
computation on the coarse grid (CG).

We set h = Ax and denote by u;, the step function which is con-
stant on the intervals k;,j =0, --,3N with uh\kj =u; and ug = Usy.
Here to take into account the boundary condition we have added
the fictitious cell ko = (—Ax, 0). Denoting by |||, the L* norm, we
see that:

M 3N
g2 = /) up (x)2dx = AXS Ju . (22)
|

We now introduce a coarser mesh consisting of the intervals
K;,1 < I < N, with length 3Ax, obtained as follows

Ky = Kksi_a Uksi_y Uk = (3(I — 1)Ax, 31Ax). (23)

Let® (uj);_;3y still denote the approximation of u on the fine
mesh (k;);;3y- Then an approximation of u on the coarse mesh is gi-

ven by
1
U= 3 [usiz + uzq +ug), 1 <IN, (24)

and we introduce the incremental unknowns
231y = U3 — U, (25)
where ¢ =0,1,2and ¢=1,...,N.

Remark 9. The definition of the Z in (25) is at our disposal; in this
case the Z are of order Ax. For example, using Taylor’s formula we
obtain

1
233 = U3 — 3 (U3 + Us;_1 + U3]

1
=3 [2us_ 5 — (U312 + O(AX)) — (U313 + O(Ax))] = O(AX).

This is to be compared with the increments of order Ax? considered
in Part L.

The unknowns on the fine grid are thus written as the sum of
the coarse grid unknowns (U;); ..y and the associated increments
Zi1gjcan-

By adding (averaging) the Eq. (19) corresponding toj = 31,3/ — 1
and 3[ - 2, we obtain the following equation for U;:

2 Including, strictly speaking, the separation points.
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() =0,1<l<N, (26)

that also reads

A | U0~ Ui (0) % 5 (a0) ~ 2 5(6) = 0,1
<l<N @7)

We now aim to describe the time discretization. It will rely on two
different time steps At and At/p. We will perform p steps with the
small time step At/p and the fine space mesh Ax = L/(3N), and then
as explained below, we make g steps with the “large” time step At
and the coarse mesh step 3Ax; and then we start again with the p
steps. Here p > 1 and q > 1 are two fixed integers.

3.1.1.2. The fine grid scheme with small time step. We introduce the
discrete unknowns u"*? j=1,...,3N that are meant to be
approximations of L [, u(x,ty.sp)dx at time t,.sp = (n+s/p)At.
Here the uf, j=1,...,3N, are supposed to be known and the
numerical scheme will allow to determine u}’“/”, fors > 1.
Coming back to Eq. (19) that we discretize in time thanks to the

implicit Euler scheme, we obtain the following scheme:

P (q1+s/p n+(s-1)/p 1 n+s/p n+s/p\ _ i
{M(uj — U )*m(”j - U5 )_O, j=1,...,3N,
n+s/p __ . n+s/p
Uy =Uy "
(28)

Here, since we perform p iterations of the scheme, s varies between
1 and p. We denote by 1™ the step functions defined for 0 < s < p
by:

upy P (x) =P, x € ki, 1 <j < 3N.

Also, for the sake of simplicity, we will write T = n +s/p,uf = uj /"

and rewrite the scheme in the form

%(u}—uf’l/")ﬁ-ﬁ(uf—u]ll):0, j=1,...,3N. (29)
We aim to investigate the stability of this scheme in the [* norm.
Indeed, keeping in mind that our purpose is to investigate systems
such as the shallow water equations, the L* norm is not
appropriate.

Since we are dealing with periodic boundary conditions, an effi-
cient tool to express the L? norms is to introduce the discrete Fou-
rier coefficients. Recall that the discrete Fourier coefficients for
periodic sequences vj, j € Z, vj,3y = v;,h" = 2%, are defined as
follows:

. 13N it
”m:W;e i’y m=1,...,3N. (30)

We then have the discrete Parseval formula

3N T 1 3N )

> ol =3 I 31
m= Jj=1

see the details in e.g. [6,49]. Note that the sequence {7,,} is itself

periodic with period 3N, and if (gv); = v;_1, then

GV ="M . (32)

Hence, in view of (31) and (22), the L*> norm of the approximation up
satisfies

3N
]l = 3NAXD ity . (33)
m=1

Next, (29) is rewritten as

At o At
(1 +m) Ik DAX ui g =u; (34)
that is for the discrete Fourier coefficients defined as in (30), where
h =2
At —imh*\ \ 37 ~NT—1/p
1+m(1fe ) Jun, =u P m=1,...,3N. (35)
Hence, the amplification factor for the fine mesh is,
_ At —imh* - _
gF7m_[1 +m(1—e )} , m=1,...,3N. (36)
We observe that
At . At
-1 _ At _ * P At *
im = {1 +pAX(1 cos(h'm)) + 1pr sin(h m)},
lg7l 12 =14 2(1 — cos(h"m)) Ary® At
Fm PAX pAx )’
and conclude that
Igrml <1, m=1,...,3N. (37)

Coming back to (35) and (33), it follows that

3N

2 ~T— 2 -1 2

Iz < 3NAXY Jis PP = [P
m=1

Recall that t=n+s/p, s=1,...,p. A straightforward induction

argument allows to conclude that, fors =1,...,p:

[y ™, < upll,, (38)

and therefore the p steps of the scheme (29) on the fine grid are sta-
ble for the L?-norm. Also, after these steps we know the approxima-
tion ul*! at time tn.1 = (n + 1)At (that corresponds to s = p).

The next q iterations will be performed on the coarse grid as ex-
plained now.

3.1.1.3. The coarse grid scheme with “large” time step. The iterations
will provide u***!, for 1 <'s < g, that are approximations at time
thys = (n+5+ 1)At.

We use the multilevel decomposition introduced in [24,25] and
look for (uj’.l““)w@,\, as the sum of the coarse grid unknowns
(U7**),.y and associated increments (Z]**"),_;_;y. The multi-
step algorithm that we consider consists in freezing the increments
Z on the fine grid during the steps n+2,...,n+q+ 1 that is we
set:

Zt =z s=1,...,q, j=1,...,3N, (39)

and Zn+s+l _ Zn+s+1
0 — “3N .
We discretize the Eq. (27) for U; in time thanks to the implicit
Euler scheme. This yields the following scheme:

A UFS—UPS) g (U7 U g (2

~Z3)

=0,1<I<N, (40)
where we set
U(T)I+S+1 — U)[’\ll+5+l . (41)

We perform q iterations of the scheme, so that 1 <s < g, and the
algorithm is initialized by

1
Uit = 3 (g + g +ug ] (42)
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Altogether, the multilevel method provides the approximation on
the fine grid at time (n + s+ 1)At,1 < s < g, given by:

ulst = gttt 4 280 1 <I<KN,0< o< 2, (43)

but only the terms U}""**! on the coarse grid need to be computed. Let
up*s+! denote the correspondlng step function: up*s+! = u™**! on k;.
Setting t=n+s+1 for s=1,...,q the above algorithm

rewrites
u, ,=Ul+257 1<I<NO0<a<2,
where
1 T 71 1 T ‘[ 1 n+1 n+1
U =Ui ) 45 (U U ) + 3 @5 =255 =0 (44)
We have U} +Z5" = ug, and U} — Uf™' = u3, — u3; " so that (44) also
reads
1 -1 1 .
At (uy —ug ') + 3Ax (u3 —u3_3)=0. (45)
That is, as in (34)
At At
(1 3AX> u3l 3AX u3l 3 u3l . (46)

To investigate the stability of this scheme we first consider the
discrete Fourier coefficients defined as in (30):

1S 27
Nt To—il'jm p* _ 27
”mfaNZ”fe =3y
3 ih*31 ih* (31-1) ih* (31-2) (47)
e ih"3im T —i —1)m T —il _2)m
Z( +Uz_€ + Uz e )-,
P

3N
m < 3N.

In view of (47) we now introduce the partial discrete Fourier type
coefficients:

N 1 & .
ufBl—oz),m = ﬁzugl—me i 3im, (48)
=1

Here the notation ify , ,,0 < o <2 emphasizes that we are not
dealing with the standard discrete Fourier coefficients. We observe
that this sequence is periodic in m with period 3N and that a Pars-
eval relation similar to (31) holds,

3N ) 1 N )
Z'u(r?»l—oz).m‘ = mz‘ugl—a| )
m=1 =1

Concerning the L* norm of the step function uf, we conclude that:
2 3N

[uill2 = ZZAXI%/ ol 3NAXZZIU 30l (50)

=0 (= a=0m=

x=0,1,2. (49)

In view of (50), we now aim to consider the discrete coefficients
{(3¢-4.m- FOr o = 0 we can use (46). Since il3;_3)m = U3y me > ™, this
equation yields form=1,...,3N

At At i s T
(1 35 330 " = il 51)

so that

At ik
ng mngm:‘l‘i’E(l*e&hm)- (52)

Here the amplification factor g, on the coarse grid is similar to the
one on the fine grid (see (36)) and, as above, we conclude that
|ng‘<17 m:]~73N (53)
Also recalling that T =n+s+ 1, (52) provides

"*5“ gSCm ”“ m=1,....3N, s=1,....q. (54)

We now need to handle 3,_1)m and i3,-2,» but we have no equa-
tions similar to (52) for these quantltles We will look for the

; ns+1 n+1
expressions of the afy*} .o0=1,2, in terms of the u3, pm With

p=0,1,2; that of u"“+1 has been already found and is given by
(54).

The relations (43) give for the partial discrete Fourier series
uzl;[p;l Un+s+l +Zn34?1l (55)

where
7 1 1J 1 ,-ih*3!
nts+l . ° n+s+1 ,—ih"3lm
upsit = 3NZ:UI e
(=

Using again (42) for o = 0 and (54), we obtain the following expres-
sion of Ufy+:

Un+s+1 7gi.m st )1m _ ng?)lw m=1,...,3N. (56)

There remains to express 25!,
Using (42), we have
n+1 n+1 n+1 _ 1 n+1 n+1 n+1
Zy =uys U =3 (U5 — Uyt —ugly),
n+1 n+1 n+l _ n+1 n+1 n+1
Zys = uyth - U = Quyh —ug g, (57)

n+ n+1 n+l _ 1 n+1 n+1 n+1
Zyh =y, - Ul = ush - ugt - ug).

in terms of the afy', . f=0,1,2.

Thus for the partial Fourier coefficients, for m =1,...,3N,

Znel 1 (9ypyn+l nn+l A+l

Z5ym =3 Uy — U5y — U5 )
+1 1 fn+1 +1

Znsl o =3 QUL = U — UL ), (58)
Zn+1 1 n+1 An+1 An41

Z gy m = 32U )y — Uy — UGy )

Combining (55), (56) and (58), we conclude that:

’ . .
Uty m = (8em = 1)”?;) + u(3l 1m (59)

1 1, ansl
U o m = (8em — VUG m + UG 2 me (60)

Finally we rewrite (54), (59) and (60) in matricial form:

i i
u:’;ﬁ} = Gems u:’;,]l) , m=1,...,3N, (61)
U m U5 m
gm 00
GC,m,s = gsCm -1 10
g&m—1 01

This gives the passing from time step n+1 to time step to
n+ s+ 1 for the Fourier coefficients. Now recalling that:

2 3N

3NAxZZ|u";;+; \m

a=0m=

ls+113 =

the stability of the scheme for passing from u™! to u™*! is equiv-
alent to showing that the spectral radius of Gcpn; is less or equal
than 1, for m=1,...,3N. Since the eigenvalues of Gc,s are 1 and
g5, and we have seen that |g.,,| < 1, this property holds true and

we conclude that fors=1,...,q
llup 13 < 3NAxZZ\u";£ ol = U3 (62)
a=0m=

Hence the g iterations of the scheme (40) on the fine grid are stable.

As already described, our algorithm consists in alternating p
steps on the fine grid and q steps on the coarse one. Hence the n
for which we perform the algorithm (28) on the fine grid with
the small time step is a multiple of g + 1.
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Therefore, combining (38) (for n multiple of g + 1) and (62), we
conclude that the multilevel method is stable.

Theorem 1. The multilevel scheme defined by the Egs. (28) and (40)
is stable in the L> norm. More precisely, for all n and r > 0

l[uflly < 11U,
(g+1) +s/pH2

(63)

(o W], fors=1,....p.

3.1.2. The linearized 1D shallow water equations

We now want to extend the previous results to the more com-
plex case of the linearized shallow water equations in space
dimension one. We are given some background constant flow
(ilo, ¢o) assumed to be supersonic (supercritical):

f?)o >0, y> g&m (64)

and the shallow water equations restricted to dimension 1 are lin-
earized around this flow. We consider the nonconservative form of

the shallow water equations as in Eq. (120) below; hence:
o+l 85 = 0»
223 ¢ (65)
ot + 0 3x + (/)0 ()X

This system is considered on the domain .# = (0,L) and is supple-
mented with the periodicity boundary conditions

u(0,t) = u(L,t),$(0,t) = ¢(L, 1), (66)
and the initial conditions
u(x,0) = u°(x), $(x,0) = ¢°(x). (67)

Here u® and ¢° are two given square integrable functions defined on
. The existence of a solution to the continuous problem (65)-(67)
will not be discussed here and we refer the reader to Section 3.2 for
a two-dimensional problem.

The multilevel discretization relies on the space meshes de-
scribed in Section 3.1.1.1. As above we will perform p iterations
on the fine grid (with timestep At/p) that will yield the two step
functions

uZ*s/p :u}”s/p and ¢',:*S/p = </)}”5/p on ki, 1 <j <3N,

1<s<p,
followed by g iterations on the coarse grid (with timestep At) yield-
ing the approximations

and ¢n+s+1

1<s<q.

+1 +s+1 n+s+1 .
up S =t = ¢ onkj, 1<j<3N,

3.1.2.1. Fine grid scheme with “small” time step. The fine grid scheme
reads (compare to (28) and (29))

-1 i
R —u ) R ) (e 9 =
2(d] — ] P+ (dF — b))+ (uf —uf ) =0,
wheret=n+s/p, s=1,...,p, j=1,.
space periodicity. The scheme also reads
. y
1+ 40)ur — o dur + £ 207 — o) =),

1
( uo At)¢ _U’?u%qu 1+¢0 At(u _ur ),d)f /P'

(68)

,3N, uf = uly, g5 = o3y by

(69)

From this, we deduce for the discrete Fourier coefficients @if, and
=1,...,3N defined as in (30), that

m7

(1 +% %(] _ E’imhx))iifn +% %dfn(l _ E’imhx) _ a{—l/P7 (70)
(1 _,'_% %(l _ e—imh”)) ¢r %0 %ﬂ%(l _ efimh*) _ (%;1—1/1?.

These two equations can be rewritten in matricial form:

()-eo0)
i) =\ g )

where the matrix Gg, is of order two and given by

1+5 A e’y EAL(] _ gimh
-1 _ p p
Crm = do %(] _ efimh‘) 1 4 lo At(] _ efimh") ’

2

S

Recalling (64), the eigenvalues of G m are easily computed
Pim=1+A:(1—e ™) with A, = 1(ﬂo + g&o)g.
+m p AX

Note that (64) then implies that A, > 0 so that
|peml’ =1+2(1 —cos(h'm))(A2 +4.) > 1, m=1,...,3N.

Hence, the spectral radius of Gg,, is less or equal to one. Conse-
quently (71) provides:

CT2 10T 2 nT-1p2 1 0T-1/p)2
|5, ° + [ m|” < [i5 VPP + g PR, m=1,...,3N. (72)
Similarly to (38), we infer from this inequality that

I P13+ NPz < upl + I dhlz. s=1.....p, (73)
and therefore the p steps of the scheme (68) on the fine grid are sta-

ble for the [?>-norm.

3.1.2.2. Coarse grid scheme with “large” time step. The two approxi-
mations uf and ¢; with T = n + s+ 1 will be written as the sums of
coarse grid unknowns and increments as follows (compare to
(43)):

uy, ,=Ur+25"" 1<I<N, 0<a<2, (74)

Py, =P +Z5" 1<I<N, 0<a<2. (75)
Then, the analog of scheme (40) and (44) reads
%(UT UT 1) +3qux U;: ]) + g (Zu n+1 Zglngl)

( 3Ax
+m ((15; - (D; 3) + 35 3Ax (Z¢ ! Z(MH) =0, (76)
(@ - )+ 3uA0x (@5 — D513) +35 (25" =74
(U - UL+ @ -z =0,
for t=n+s+1,s=1,...,q and I=1,...,N. Since Uf —UJ ' =
uf, —ug ' and @f — @77 = @3, — ¢3', (76) also reads:
{l(l’;l —ugt) + 3% (U5 — U5y 5) + 55 (93— d35) = (77)
R (05— 05 ") + 3% (05 — §313) + 4% (Uf —uf_5) = 0.

Hence for the partial Fourier coefficients defined as in (48), for
m=1,...,3N:

ﬂr ar—l
( Af”m ) = GC‘m < A(I,D{m ) ’ (78)
¢(3!),m ¢( I),m

with
Gi] B 1 +?o§_(1 _ e—3ih*m) %A_;(] e—3ih*m)
Cm — </>0 At ( e—3ih*m) 1+ ﬂ?o %(1 _ e—3ih‘m)

The matrix G¢ , is very similar to G, and we prove in the same way
that its spectral radius is less or equal to 1. Also, (78) provides
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un+s+1 un+1
@m \ 3h.m

( n4s+1 =Gem antl o )” (79)
@3lm 3l)m

We now aim to express u?;l”jm ¢"3+,5§‘ nm for o =1,2 in terms of
n+1
u(31 B m> ¢(3[—/{).m7 =01

,2. Thanks to (79) we have that
Pt Zun+1 e Zun+1
oyt (u?;f.;‘ ) 2\ _ e <<>> Z
- =1, I N =Yem| 4 I :
D’ G Zlhm i Zlim
(80)
Then, we obtain as above for (59), (60)

fstl un+1 sl
3BI-1)m s (3l).m 3Bl-1)m
( "+S+1 = (Cem —2) n+1 1 n+1 ’ (81)
¢ 3I-1), ¢ 3l-1)m

un+s+1 un+1 un+1
(31-2),m 31),m (31-2),m
( n+s+1 (Gém N Iz) Jn+1 + 1n+1 ’ (82)
(31-2),m @3l)m (31-2),m

Combining (79), (81) and (82), we conclude that

fn+s+1 fn+1
Uy m Uy m
¢n+s+1 Azg?)l
un+s+1 un+1
(B1-1).m (31-1),m
Jn+s+1 =Yems n+1 m=1 ’3N" (83)
Bl-1),m ¢3l 1),
Fn+s+1 rn+1
U3i2)m W32y m
n+s+1 n+1
('b (31-2), ¢ (31-2).m

where %c s is a matrix of order 6 given by:

G, 00
gC.m,s = Gi‘m — 12 12 0
Gn.-l 0 I

All the eigenvalues of %, are less than or equal to 1 in magnitude
(since the same holds true for Gc ). Therefore, we conclude as for
(62) that:

1 1
[T R i PR [ [ (7

fors=1,...,q,

which yields the stability of the scheme (76) going from time step
(n + 1)At to time step (n + s+ 1)At.

Theorem 2. The multilevel scheme defined by Eqs. (68) and (76) is
stable in the L>-norm. More precisely, for alln and r > 0

Iz + 1 9h112 < IR ll2 + | 9hll2,

1) 1) 2 02
I RS g RS < Il + I dpl3. fors=1,....p.

(85)

3.2. A multilevel method in space dimension two

We now present a different multilevel method for the two
dimensional Shallow Water equations linearized around a constant
flow (iig, 2o, o) (see Eq. (87) below). As in the previous section we
linearize the 2D shallow water equations considered in their non-
conservative form corresponding to (120) below. Another differ-
ence with Section 3.1.2 is that the boundary conditions are not
periodic anymore. As shown in [32], the boundary conditions
which can be associated with these equations depend on the rela-
tive values of the velocities (@i, 72 > or < gdy), that is whether

these velocities are sub- or supercritical (sub- or supersonic). We
consider here the case where

$o >0, T > \/gém o > \/8do, (86)
for which the boundary conditions ought to be specified at x =0
and y = 0; we will consider homogeneous boundary conditions.

3.2.1. The equations

We consider in the domain .# = (0, L) x (0,L,) the equations

u u
Bt+u00x+ y00y+g3x 0,

D
Worigl+ ol +g5e=0, (87)
0¢ 0¢p d¢ 0 _
54l %+ Do ¢ + o (% + %) = 0.

For the subcritical flow under consideration, we supplement (87)
with the boundary conditions:

u=(u,v¢)=0, at{x=0tu{y=0} (88)
and the initial conditions

u(x.y,0) =w’(x.y), v(x.y.0)=2"(x.y),
X $(x,,0) = ¢°(x,y).

Here u®, 2° and ¢° are three given square integrable functions de-
fined on .#.

The existence of a solution to the continuous problem (87)-(89)
relies on energy estimates. Since we will somehow mimic these
estimates when proving the stability of the multilevel scheme be-
low, we start by deriving them.

Theorem 3. Under the assumption (86), for all sufficiently smooth
(u, v, ¢) solution of (87)-(89), the quantity

// xytdxdy+// (x,y,t)*dxdy
w2 [ [ oy.oraxy

is a decreasing function of time t. In particular, its value at time
t > 0 is bounded by its value at ¢t = 0 corresponding to the initial
conditions.

Proof. Hereafter we set u = (u, v, ¢) and denote

u(t) mf// XMZMW+// (x.y, £)2dxdy
+~—// qb(x,y,t) dxdy.
¢0 J M

To estimate |ju(t)|, we use the Eq. (87): we multiply the equation
for u by u, the one for v by v, the one for ¢ by % ¢ and integrate over
. Adding the corresponding equalities, we obtain the following
identity

1d 2 1 2 _
5 geluOlz +1'0) + Pty =0, (90)
with
= / / {ﬂouxu +gh U+ Ugvxv +§ﬂo¢x¢ +gux¢} dxdy,
M 0
= / / {izo Uy + gy v + ollyU + q% Doy +gvy¢} dxdy.
B M 0
Then
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=3 [ [ @)+ L) |y

+ / }ﬂg(dm)xdxdy,

X=Ly

-
_lo {u2+yz+§¢2}

xLx
> |y [Cgouita. o

x=0

Recall that u = 0 at x = 0. Also the assumption (86) yields that

Llo 2
S U + - ¢— ¢* +gou
is pointwise positive. Therefore we infer from (91) that I'(f) > 0. A
similar computation provides *(t) > 0. Coming back to (90), we
conclude that & [u(t)[; <0. O

In view of Theorem 3, we will equip L*(.#)® with the following
norm (which is not the standard L? norm): for (uy,u,us) € L*(.#)?,
we set

(1, 1, u3) | = / /  (x,y)dxdy + / / 11y (x,y)2dxdy
M M
L& / / us (x,y) dxdy. (92)
boJ Ju

The fact that the boundary and initial value problem (87), (88), (89)
is well posed is a recent result proved in [33].

3.2.2. Multilevel finite volumes spatial discretization

We decompose .# = (0, L) x (0,Ly) into 3N, x 3N,, rectangles of
size Ax x Ay with 3N;Ax =L, and 3N,Ay = L,; the rectangles are
denoted by k;;:
kij = ((i — 1)AX,iAX) x (( — 1)Ay,jAy), 1 < i<

For the boundary conditions we add fictitious cells on the West and
South sides:

koj = (—Ax,0) x

3N,,1 <j < 3N,.

and

kio = ((i — 1)Ax,iAX) x (—Ay,0),1 < i < 3N,.

As in the 1D case, the finite volume scheme is found by integrating
the Eq. (87) over each control volume k;;. We approximate the un-
knowns u = (u, v, ¢) with the step functions u,(x,y,t) = u;(t) for
(x,y) € ki; and since tip > 0 and 7, > 0 we use an upwind scheme
for the fluxes. This yields the following semi-discrete equations
for ui;(t) = (ui (), vis(t), $i(0)):

d[u1]+u0u1, Ui “+y Ujj— u1,1+g¢u i 1;:07

%vu_,'_u ij 1/, LRI/ Vij— ij1_~_g¢u ‘/’111:07

d ~  dij—di1j s Sij—dij1 T (UijUiiy o ViU
& P+ U0~z + Vo~ 5 -‘rd)o( S va e v )—0,

Up; =up =0,

u;;(0) = uf;,
(93)
where
1
0 _ o ,0 40 0 _ 0
w = (U, v, ¢), U = Axhy /kiju (x,y)dxdy. (94)

Introducing the finite difference operators:

. 1 . 1
Oh8n = Ax (8ij—&i 1)), 0h&h = Ay (8ij — &ij_1) onkij,

the semi-discretized equations also read
Luy + UgdjUn + VoS Uy + &85y = 0
L vy + UoSy v + Vo8, v + &5y = 0, (95)
L by, + Tlod} by + oSy + bo (Sjun + & vy) =

where (un, vn, ) = (Uij, vij, ¢ij) on kij.
We next introduce the coarse mesh consisting> of the rectangles
Kim; 1 <T< Ny, 1<m< Ny

2
Kim = | Kst-zsm_p = (3(1— 1)Ax, 31AX) x (3(m — 1)Ay, 3mAy).
o,p=0

We also define the fictitious rectangles Kom,Kio,l=1,...,
Ny,m=1,...,N,, needed for the implementation of the boundary
conditions; they are defined as above with mor =0

If u, = u;; on k;; still denotes the approximation of u on the fine

mesh, we introduce for [ =1,...,Nyand m = 1,...,N, the averages
Ulm = Zu3l a,3m-p (96)
oc/? 0

and the incremental unknowns

Zs y3m-p = U3_g3m-p — Um0 =0,1,2, (97)
which satisfy the following algebraic relations for [ =1,...,N, and
m=1,...,Ny:

2
Z Z3l—a,3m—/3 =0. (98)

o,f=0

Let us denote by (U;m, Vim, @1m) the components of U;,;, and by
VATV Z"’) the ones of Z;;. Also, let U3, be the step function equal
to U, on K,m (on the coarse mesh) and let Z; be the step function
equal to Z;; on k;; (on the fine mesh).

The unknown u, on the fine grid is thus written as the sum of
the coarse grid unknowns Us, and the associated increments Zj,.
With this in mind, we consider a coarse grid discretization of the
equations similar to (95), that is

4 Usp + Uy, Usp + 0004,Usp + 885, P31 = 0,
%V3h + ﬂo(ﬁéh\/% + f/o&gh\/gh +g&§h<1>3h =0, (99)
4 By, + gy, P3n + Vody, P3n + Po (05, Ush + 05,Van) = 0,

with Us;, =0 on the fictitious «cells Kon
I=1,...Ny,m=1,...,N,.

The multilevel spatial decomposition is well adapted for esti-
mating the L? norms. Indeed, considering some component of uy,
for example the first one u;, we infer from (97) and (98) that:

2

2
2 2
> lusiazmopl’ = D Um + 281y 3m 4l

o, =0 o,p=0

2
2 2
= 9‘U1,m| + Z |Zgl—oc.3m—/}‘ :

o,p=0

and K, for

(100)

Multiplying (100) by AxAy and adding the resulting equations for
I=1,...,N,m=1,...,N, we find

lnlly = 1Usallz + 1Z4]13- (101)

Since similar equalities hold for the other components, we conclude
that

[un]l3 = |[Ushll3 + 1Z4]13. (102)

3 Including, strictly speaking, the separation edges.
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For the time discretization we will now proceed to some extent
as in space dimension one. We define a time step At and we are gi-
ven two integers p > 1 and q > 1. We will perform p steps with the
small time step At/p and the fine mesh and then we make g steps
with the “large” time step At and the coarse mesh; and then we
start again with the p steps.

3.2.3. The fine grid scheme with small time step
We start from Eq. (95) that we discretize in time thanks to the
implicit Euler scheme. This gives

<]

(uI —u" ””) + UoOf UL + DoSlUf + gof =
(y; - yH/P) + Uod v + VooV, + g0y = 0
(‘7)/1 h 1/p) + oSy, + Do, + o (Shuf + 8 vf) =0,
(103)

,pand u} = (uf, v}, ¢;) is an approxima-

Bk

Efts

wheret=n-+s/p,s=1,...
tion at time (n + s/p)At.

Let us investigate the stability of this scheme. Recalling our
norm on L?(.#)? given by (92), we aim to estimate

Huhnz—//uhxy dxdy+// Fx.y) dxdy+(?)
W
X//%mwMMV
M

For that purpose, we multiply the equation for uf, by u}, the one for
v} by v, the one for ¢y by th, integrate over .# and add the cor-
responding equalities. This prov1des

L+l + =0

(104)

(105)
where

Iﬁp

//{/|: ut— ‘E 1/1’ uh+( Z); I/P)yh+¢ (d)h T— Up)d)f‘]dxdy,
(106)

n-// [aou;azu;+guzaz¢;+aov,sazvz+§ao¢;aﬁ¢;+g¢;52u5]dxay,
M 0
(107)

m://[%4&4+y@wpwwmm+f%¢ﬁﬂ+mpp@w@
J Ju 0

(108)

For the term 12, using the identity

2 [ [ i gy [ [ [l -
M M

as well as similar ones for the other discrete quantities } and ¢;,
we see that

u PP g P P dxdy

h 1 2 -1 2

Iy = 5 (515 = 71+ g — w2 ).
We now aim to derive the positivity of I} and I? (which are discrete
analogs of I'(t) and I(t) in the proof of Theorem 3). We first remark

that

3Ny 3Ny
// uouhé"uhdxdyfquyZZuu L-ulyg)

i=1 j=1

(109)

~ 3Ny 3Ny

AyZZOuu' 7‘”1 11‘ +‘u1‘}7ui 1j| )

i=1 j=1

(110)

Hence

3Ny
// uou,,é"uhdxdy—AyZ<|u3Nl| +Z\uu fU-z).

Of course, similar identities involving »} and ¢; hold true. Writing
also

(¢1J ¢1 1_]) (ur

T
u;_ 1J)¢Ij = ui) ij — 'Tl,jq'l’i 14

+(ui.j 1 1‘1)(([)1‘] i— 1J)

we obtain
h UO Uo 3Ny 3Ny
I Ayz |u3N,¢_]| +~ |¢)3ij‘ +5 Ayzz‘uu_ul 1]‘
i=1 j=1
g 0 iy 2
=5 J/ZZW;’ = ¢yl
¢ i—1 j=1
3N, 3Ny 3N,
+8AYY > (ufy — ufy)(f — biay) +8AYY Uly, 3,
i=1 j=1 j=1

Now, since &ip > 0 and @2 > gy, the expressions

Uo Uy g
7‘“;{;’7”1’1—1.}" +77|¢)1_) 7([)1 l}‘ +g( ij u_ L})(d)zj 7¢f—1‘j)1
and
ilp g
‘u3ij| + |¢3ij‘ +gu3NXJ¢3NX‘]

are positive. Therefore, the corresponding sums are positive and we
obtain that I" > 0. Since the expression for I} is similar to the one
for I'{, analogous arguments provide 1'2" > 0.

Coming back to (105), we have I' = —[" — &
(109), this provides

< 0. Recalling

p 1 1 h  gh
g (RIS = o721+ fjuf — w7 3) = 1 — 15 < 0,

so that

13 < fhug 1. (111)
Since T = n + s/p, this yields fors=1,...,p:

[y < [ul,, (112)

so that the p steps of the scheme (103) on the fine grid are stable.

3.2.4. The coarse grid scheme with large time step

We now consider the g time-steps performed on the coarse grid
with time step At. The scheme is obtained by discretizing (99) with
respect to time thanks to the implicit Euler scheme. It reads:

<U§h -Us, ) +Uod3, U3y, + 200%, U3y + 893, P35, =0,

=B

(Vi = Vi) + 0005, V3, + 2004, V3, + 80} 05, =0
( h— 45;1;]) + 11005, D5, + D%, D5, + o (35,US, + 04,V5,) =0,
(113)

El=

gl=

where t=n+s+1,s=1,...,q,U; = (U3, V3, 93,).
This scheme is similar to (103) and as in Section 3.2.3 we can
derive that

1
mﬂ

hence

2 12 12
[U3allz = 105 112 + U3, = U3, [I2) < O

055l < U557 l- (114)
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During the steps from (n + 1)At to (n+ q + 1)At, the Z, are frozen,
thus

ZEHHZZEHJ:L“'J], (115)
and we recover the u}***! in the form
wps = UGz (116)

Then, thanks to (102):
a5 = UG + 112515

Finally, combining with (114) and using (102) again, we conclude
that

1 1
[ s S < U5 + 1255, = (up s, (117)
so that
Ju =, < [lugt . (118)

Theorem 4. The multilevel scheme defined by the Egs. (103), (113)
and (116) is stable in the > norm given by (92). More precisely, for all
nandr > O:

([l < [u®l;,

119
[TV < w0y, fors=1,....p. (119)

3.3. Conclusion

An attempt has been made at studying the stability of the
schemes derived from the Finite Volume Incremental Unknowns
(FVIU) method using the tools of numerical analysis. The issue is
much more complex than one might think. At this time several is-
sues remain open, e.g. the study of the stability of the FVIU method
presented in Part [ and implemented in our numerical simulations;
this method uses increments Z of order (Ax)?, where Ax is the mesh
size. We were able in Part II to study the stability of two versions of
the FVIU method, both with increments of order Ax. For one of the
methods, we were able to study the stability of the scheme in space
dimension 2 (see [12] for space dimension one). For another ver-
sion of the method which we believe more “natural” we proved
the stability for the one dimensional problem using the von Neu-
mann stability method, but the study of the stability using energy
methods or in space dimension two remains open.

Beside these intriguing questions in numerical analysis, there is
the major issue of the boundary conditions on the fine grid when
using multi-level methods, which we addressed in a simplified
way in [1] and in Part I of this article. We intend to study this prob-
lem more throughly in a future work but, at this point, we now
turn, in Part III, to the issue of the boundary conditions.

4. Part III: Boundary conditions for the shallow water equations

Part III of this article is devoted to the issue of boundary condi-
tions. We will consider the nonlinear shallow water equations in a
rectangle .# as in Part I and, for the numerical simulations, we will
focus on some variations of a classical test problem in oceanogra-
phy, namely the Rossby equatorial soliton. Boundary conditions
are proposed which are expected to lead to a well posed problem;
see some partial results in the mathematical literature in
[46-48,34,32,33]. Further numerical exploration of these boundary
conditions appear in [13]. The issue of the boundary conditions
is discussed in the physical context in e.g. the Refs. [7,9,27,
28,31,40,43-45,50,54,55,57,58]. Note that, as indicated in the

general introduction, the issue of the boundary conditions is pres-
ent in the multilevel methods (in general) in relation with the pas-
sage of information between the large cells and the small cells;
such question will be studied elsewhere.

The choice of the boundary conditions for problems arising
from the geophysical fluid dynamics is very important, especially
when the problem is considered on a limited domain (limited area
model). The difficulty in this context consists in the fact that the
physical domain is too large in order to allow us to compute
numerically the solution of the problem directly on it, so we are
obliged to decompose the domain into several smaller subdomains
and to compute the solution on these subdomains which do not
have in general a physical significance. Therefore, on these subdo-
mains there are no physical laws which can provide the conditions
at the boundary. Thus, the choice of the boundary conditions must
be based on other considerations such as the physical intuition and
the numerical relevance. Since the shallow water equations form
an hyperbolic system, the direction of the characteristics at the
boundary will provide us important valuable information, the idea
being to propose boundary conditions that allow the waves to en-
ter and leave freely the computational domain without generating
undesirable reflections at the boundary. In the mathematical liter-
ature such boundary conditions are called transparent boundary
conditions. In what follows we consider such boundary conditions
and we know the problem is well-posed for the one-dimensional
shallow water equations and numerically we will see that no arti-
ficial reflexions at the boundary appear, contrary to the case when
the Dirichlet boundary conditions are considered.

4.1. Shallow water equations in a rectangle: equations and boundary
conditions

The two-dimensional nonlinear inviscid shallow water equa-
tions will be considered in two different forms. To derive the suit-
able boundary conditions, we consider the original variables u, v, ¢
representing the two-components of the velocity and the height,
and the equations read

il il Iél 04)
u+u0§:+yd; fT/ O
Wy y <’¢ +fu = (120)

‘?—¢+%+%:07

considered on the rectangular domain .# = (0,Ly) x (0,L,).

For the actual simulations, we will, as in Part I, consider the
shallow water equations in the conservative form in which the
variables are u = (u, v, ¢),u = u¢ and v = v¢:

dug <)¢u2 r’)¢uv g 0¢? _
7+ e T +8 9 —fvp =0,

) c’hmw a¢v2 g 9%

o+ o + 5 15 %y Hfud =0, (121)
¢ |, dup | vy __

(ar jL(ox + y 0.

The only difference with (1) is the introduction of the Coriolis force
(—fﬂ¢7fu¢, O)

Boundary conditions

In our numerical study, we will associate two types of boundary
conditions to Egs. (120) and (121);

e The Dirichlet boundary conditions for which we prescribe
u,v,¢ at the boundary (see below for the Rossby soliton),
denoted s, Vo.u, Po.y-

e The transparent boundary conditions which we now describe.

For the transparent boundary conditions we have a different set
of boundary conditions on different parts of the boundary. These
boundary conditions are not applied on the unknowns u, v, ¢ but
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on suitable combinations of these unknowns for the West and East
boundaries. They are defined as follows:

x=4- V89,

West, East{ o = v,
o="4+/g¢.

First we remark, using (120), that «, 8 and 7 are solutions of the fol-
lowing system:

(122)

Qo 304y gu Y=o B ou _ fB_

at T a7 atby-2=0

9, 9) 9 o d(p—o)

d/t‘3+r)f (a_'_’))) _ﬁ()llj—‘r} ()y +f(OC+V) (123)
y a+3x y y X ay

ot + ();c + ay + ﬁ ();/

With these variables the transparent boundary conditions that we
propose are, for the East boundary, Dirichlet boundary conditions
for .. These conditions hence read:

o= Qo (124)

where oy, = Uy /2 — \/EPs. 4 a0d Uy.y, Vo.u, by, iven (see below
for the Rossby soliton).

For the West boundary we use a Dirichlet boundary condition
for g and ). Hence:

{ﬁ:ﬁu,t/, (125)
Y =Yous

where v, , =Uo.u/2 + \/&bo.us Po.w = Vo and Uy, Vo, and ¢y,
given.

For the North and South boundaries we use the Dirichlet bound-
ary conditions because we assume that our wave, the Rossby soli-
ton, does not go out or from these boundaries. For the Rossby
soliton, the wave travels from West to East; there is almost no
activity on the North and South boundary. If the wave travels also
in the North-South direction, we would have to consider similar
unknowns where u and v would be swapped.

Once we know «, # and 7 on the boundary (or on a fictitious cell)
we can then find the values of our unknowns u, » and ¢ by invert-
ing the system (122).

In what follows, we give some more details related to the choice
of the transparent boundary conditions. We first mention here that
the choice of the transparent boundary conditions is related to the
nature of the flow. We thus distinguish between the subcritical
flows, for which u? < gh, and the supercritical flows, for which
u? > gh. The importance of this distinction will become clear here-
after. For the subcritical flows, the boundary conditions are given

as follows:
u(0,y,t) +24/8h(0,y,t) = oty.4,

a(0,y,t) :=
ﬁ(07y7 t) = Z/(O,y, t) = :Ba.,//'/

V(Lm% t) = u(LX7y7 t) -2 \/ gh(LX7y7 t) = ’yél/ﬂ

and for the supercritical flows the boundary conditions are given as
follows:

05(073/7 t) = u(07y7 t) + 2 \/ gh(07y7 t) = Qo.us

ﬁ(O,% t) = Z/(O,y7 t) = ,BB.///',

y(07y7 t) = U(O,y, t) - 2 \/ gh(07y> t) = y&/ﬂ

where %4, Bo.us Vs, AT€ given.

The choice of these transparent boundary conditions and the
relation between these boundary conditions and system (122) gi-
ven in terms of the unknowns o, 8 and y is natural. In fact, we first
write problem (120) in the matrix form:

U, +A(U)U, + B(U)U, + CU =0,

(126)

(127)

(128)

where U is the vector formed by the unknowns (u, v, ¢) and the
matrices A(U), B(U), C are given by:

u 0 g v 00 0 —f O
AUy=|0 u o, BU=[0 v g|, c=|f 0 0
¢ 0 u ¢ 0 v 0 0 O
(129)

Since for the Rossby soliton considered here, the wave moves from
West to East, we compute the eigenvalues of the matrix A(U). We find:

Jr=u—/gh, J3 = U+ /gh, (130)

and we analyse the sign of the eigenvalues.
Performing linear combinations (4+/g/h,1) between the first
and the last lines of system (120), we find:

gt(Z VeEh) + i 0(“ Veh)+---=0,

v av
(}[ + ;2 X + y()y +- 07

()r +\/— +;3dx +\/g_h)+

which is exactly system (123) written in terms of the new variables
o, p and y. Thus, we can consider that the Rossby soliton satisfies, in
the x-direction, three transport equations given in terms of the
characteristic unknowns «, 8 and y. The boundary conditions are
imposed accordingly to the sign of the eigenvalues /;,/, and 23
and this is the reason for which we distinguish between the subcrit-
ical case u?> — gh < 0 for which 4; <0, 4, > 0,43 > 0 and the super-
critical case u?> — gh > 0 for which 4; > 0,4, > 0,43 > 0.

For the subcritical case, we need to impose a boundary condi-
tion on « at the exit of the domain (thus, on the East boundary con-
dition) and two boundary conditions at the entrance of the domain
by prescribing  and y on the West boundary. This is the scenario
for the Rossby soliton that we consider in the numerical tests, that
is why we consider the boundary conditions (124) and (125).

For the supercritical flows, all the characteristic variables are
entering the domain and we need to prescribe o, f and y on the
West boundary.

If the wave travels in the North-South direction, the same anal-
ysis is applied but to the matrix B(U). In this case, the eigenvalues
of the B(U) matrix are v — /gh, v and v + /gh and the character-
istic unknowns are v/2 — \/gh, v and v/2 + \/gh.

A =1,

(131)

4.2. The Rossby soliton

The equations are slightly different than the usual shallow water
equations because we add the Coriolis force. Furthermore, we con-
sider two different boundary conditions: the Dirichlet boundary con-
ditions and the transparent conditions. The test model considered in
the geophysical literature is described in details at this address:
http://marine.rutgers.edu/po/tests/rossby/index.html, and it corre-
sponds to the Dirichlet boundary conditions.

We use a finite volume method to solve this system of equations,
and to be specific we use the central-upwind scheme; see [1].

The equations and all quantities being non-dimensional, we
consider the flow in the domain

M = (—24,24) x (-8,8),
over the interval of time 0 < t < T. We have:
ou  OFu) 0G(v)
It + X + oy S, (132)
where
u £ G 2
— — — 2
u=|v|, Fu= i , Gu) = L8
¢ u v
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Dirichlet boundary conditions

Transparent boundary conditions
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Fig. 18. Evolution of the Rossby soliton at the indicated times (20, 23.5, 41.65), left column: Dirichlet boundary condition, right column: transparent boundary condition.

The only difference now, compared to Part I, is the introduction
of the Coriolis force denoted by S (which is not really a source term
but will be treated as such in the numerical simulations).

We have the following constants:

¢ g denotes the gravity, in thiscase g=1
o fis the Coriolis force, which is equal to fo + fy, in this case fo = 0
and f =1

The initial data are the following:

U(x,y,0) = ¢(x) =282
v(x,y,0) = %% 2y

23

h(x,y.0) = y(x) 55 e”

with:

(133)
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Transparent boundary conditions
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Fig. 19. Evolution of the Rossby soliton at the indicated times (55.5, 60, 64.7), left column: Dirichlet boundary condition, right column: transparent boundary condition.

B =0.395,
A=0.7771B%,

Y(x) =

I¢(x)
OX

Asecthx,
= —2Btanh(Bx)¢.

The Dirichlet boundary conditions all over 9.# read:

Up.i

Vo.u

¢avtx

=0,
-0,
=1

(134)
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Dirichlet boundary conditions Transparent boundary conditions
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Fig. 20. Evolution of the Rossby soliton at the indicated times (80, 200, 300), left column: Dirichlet boundary condition, right column: transparent boundary condition.

4.3. The numerical procedure The unknowns will be approximations of the cell averages:

The discretization of the domain .# is done using rectangular fi-
nite volumes Ky = [Xm/w, Xm/e] X [Vim/s»Ym/n| O cENtErs (X, y,,) and of
size Ax x Ay, where Ny, N, are two integers such that NyAx = L, and
NyAy =1,. where uy, (t) = (Un(t), Um(t), dp(L)).

1
up(t) = AxAy /Km u(x,y, t)dxdy,
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In order to obtain the discretized equations, we integrate the sys-
tem (132) on each cell K;;; and we divide by its area AxAy; we find

d  Hue(6) = Hym(0) - H o (6) = Hy(0)
a0 = Ax Ay : (135)
The fluxes Hy, . (t) and H), ,(t) are respectively the East flux (along

the x axis) and the North flux (along the y axis) on the edges be-
tween K, and K., and between K,, and K,, see Fig. 3. The other
fluxes are defined similarly.

We write one of the fluxes explicitly:
Hylt) = 5 [ Flutexy)dy.

The approximation of the fluxes is done using a semi-discrete

central-upwind scheme exactly as in Part I, Egs. (9)-(12).

These definitions of the fluxes are valid for the volumes inside

. For the cells at the boundary of our mesh we have to define fic-
titious cells. In each case we have:

o If “n” does not exist:
N

Hy, ) = G(uy )
o If “s” does not exist:
s

H),, =G(u )
o If “e” does not exist:

)1;1/8 =F (ug,,//)

o If “w” does not exist:

H)\:v/m = F(u&‘;v//)

In the case of Dirichlet boundary conditions we take:

N

uy, =uj, =us, =uy, =

Upy =0,
N _E W _ o
Vouw = V?)(,// =Upy = Vyy = Vou =0,

N S E
¢z),,// = ¢0 = ¢é),// = (150 7= =¢ou = =1

In the case of transparent boundary conditions the value of u, » and
¢ on the West, East boundaries are computed using the unknowns
o, B,7. On the East boundary we know the value of « and to compute
the value of 8 and y we use the Runge-Kutta scheme on the discrete
version of (123) fori=Ny+1,i=Ny+2and 1 <j <N,

o BB

o n n_on
n n BB | T (%% Y
ot +- Ax (OC + yu) ij Ay + 8 Ay Ay
n n
8/?' ! “" +3},n Y=yt Y= n ﬁn ! A fB
j ij ,11 u 111 ij u]_J_
ot + 2 + + ﬁ 2 0.

(136)

On the West boundary we know the value of g and y and to com-
pute the value of o we use the Runge-Kutta scheme on the discrete
version of (123) fori=-1,i=-2and 1 <j <N,

80(21-” 3an + yu t+1j B aFJ _ V?J - O‘?J 'B?J _ ﬁg]’l + BM?J — an—l
ot 2 Ax 4 Ay Ay
2
As for the boundary conditions on the South and North boundaries
we use the Dirichlet boundary conditions on u, » and ¢ because in

our case, for the considered soliton, the wave moves from East to
West.

-0 (137)

The space scheme being now defined, for the time scheme we
use a fourth order the Runge-Kutta method defined in Part 1.

4.4. Numerical results

The results of the numerical simulations are displayed in Figs. 18
and 19, for the Dirichlet boundary conditions in the left columns,
and for the transparent conditions in the right columns. As ex-
pected, the behavior of the soliton is essentially the same in both
cases until the soliton reaches the boundary at time t = 41.65.
Then the behaviors are dramatically different with high values of
¢ appearing at both the left and right boundaries (x = +-24) for
the Dirichlet boundary condition. Note, at time t = 64.69, the
important reflected wave on the left while in the right column
the soliton leaves the domain without reflexion at all. Fig. 20 shows
that after t ~ 65, the calculations with the Dirichlet condition are
not valid anymore, giving an indication that the solution blows
up, and that the shallow water equations are not well posed with
the Dirichlet boundary conditions (134). On the contrary, in the
right column the soliton continues to leave smoothly the domain
until it has completely disappeared at time t = 300.

4.5. Conclusion

New boundary conditions have been proposed for the inviscid
shallow water equations in space dimension one and two and
studied in [13]. Fully (in 1D) or partly (in 2D) supported by theoret-
ical studies, these boundary conditions are shown to be “transpar-
ent” in our numerical simulations, that is they let the waves move
freely out of the domain. The numerical tests relate to the classical
equatorial Rossby soliton. The form of these boundary conditions
were given in Part III of this article and were numerically imple-
mented in this test problem. Without any attempt at systematic
comparison with other open boundary conditions, it is observed
that the classical equatorial Rossby soliton with Dirichlet boundary
conditions leads to undesirable reflexions when the soliton reaches
the boundary, and eventually to numerical blow-up, whereas the
proposed boundary conditions let the soliton move freely out of
the domain. This issue of the boundary conditions is also addressed
in the related reference [13] for two layers of fluid in space dimen-
sion one and for other situations in space dimension two.
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