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#### Abstract

We introduce a splitting method for the semilinear Schrödinger equation and prove its convergence for those nonlinearities which can be handled by the classical well-posedness $L^{2}\left(\mathbb{R}^{d}\right)$-theory. More precisely, we prove that the scheme is of first order in the $L^{2}\left(\mathbb{R}^{d}\right)$-norm for $H^{2}\left(\mathbb{R}^{d}\right)$-initial data.
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## 1. Introduction

Let us consider the nonlinear Schrödinger equation (NSE):

$$
\begin{cases}\frac{d u}{d t}=i \Delta u+i \lambda|u|^{p} u, & x \in \mathbb{R}^{d}, t \neq 0  \tag{1.1}\\ u(x, 0)=\varphi(x), & x \in \mathbb{R}^{d}\end{cases}
$$

For any $0 \leqslant p<4 / d, \lambda \in \mathbb{R}$ and $\varphi \in L^{2}\left(\mathbb{R}^{d}\right)$, Eq. (1.1) has a unique global solution $u \in C\left(\mathbb{R}, L^{2}\left(\mathbb{R}^{d}\right)\right) \cap$ $L_{l o c}^{q}\left(\mathbb{R}, L^{r}\left(\mathbb{R}^{d}\right)\right)$ for some suitable pairs $(q, r)$. This has been proved by Tsutsumi in [16] by using a fix point argument and the so-called Strichartz estimates [15]. These estimates show that the semigroup generated by the linear Schrödinger equation (LSE), $S(t)=\exp ($ it $\Delta)$, satisfies
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$$
\begin{equation*}
\|S(\cdot) \varphi\|_{L^{q}\left(\mathbb{R}, L^{r}\left(\mathbb{R}^{d}\right)\right)} \leqslant C(d, q)\|\varphi\|_{L^{2}\left(\mathbb{R}^{d}\right)} \quad \text { for all } \varphi \in L^{2}\left(\mathbb{R}^{d}\right) \tag{1.2}
\end{equation*}
$$

for the so-called admissible pairs $(q, r)$ (cf. [10]): $2 \leqslant q, r \leqslant \infty,(q, r, d) \neq(2, \infty, 2)$ and

$$
\begin{equation*}
\frac{1}{q}=\frac{d}{2}\left(\frac{1}{2}-\frac{1}{r}\right) \tag{1.3}
\end{equation*}
$$

In addition, in [16] the stability of solutions under perturbation of the initial data has been proved. In fact there exists a time $T$, depending on the $L^{2}\left(\mathbb{R}^{d}\right)$-norm of the initial data, such that on the interval $(0, T)$ the difference between two solutions of Eq. (1.1) is controlled by the error made in the linear part $S(t)\left(\varphi_{1}-\varphi_{2}\right)$ in a certain $L^{q}\left(0, T, L^{r}\left(\mathbb{R}^{d}\right)\right)$-norm. Thus, Strichartz's estimate (1.2) shows that, locally, the error between two solutions $u_{1}$ and $u_{2}$ can be estimated in terms of the $L^{2}\left(\mathbb{R}^{d}\right)$-norm of the difference of the initial data $\varphi_{1}-\varphi_{2}$. Using the global well-posedness of system (1.1) the same procedure can be extended to any bounded time interval. We will adapt this idea to the numerical context in order to estimate the error committed when approximating the solutions of (1.1) by a splitting method.

A splitting method consists in decomposing the flow (1.1) in two flows, which in principle should be computed easily. To be more precise, we define the flow $N(t)$ for the differential equation:

$$
\begin{cases}\frac{d u}{d t}=i \lambda|u|^{p} u, & x \in \mathbb{R}^{d}, t>0  \tag{1.4}\\ u(x, 0)=\varphi(x), & x \in \mathbb{R}^{d}\end{cases}
$$

i.e.

$$
\begin{equation*}
N(t) \varphi=\exp \left(i t \lambda|\varphi|^{p}\right) \varphi \tag{1.5}
\end{equation*}
$$

The idea of splitting methods is to approximate the solutions of (1.1) by combining the two flows $S(t)$ and $N(t)$. For a fixed time interval $[0, T]$ we can choose a small positive time step $\tau$ and consider either the Lie approximation:

$$
\begin{equation*}
Z(n \tau)=(S(\tau) N(\tau))^{n} \varphi, \quad 0 \leqslant n \tau \leqslant T \tag{1.6}
\end{equation*}
$$

or Strang approximation

$$
\begin{equation*}
Z(n \tau)=(S(\tau / 2) N(\tau) S(\tau / 2))^{n} \varphi, \quad 0 \leqslant n \tau \leqslant T . \tag{1.7}
\end{equation*}
$$

In the two-dimensional case, Besse et al. [1] have analyzed the convergence of the above methods for globally Lipschitz-continuous nonlinearities. Also Lubich [11] analyzed the Strang method for the Schrödinger-Poisson equation and the cubic NSE in the case of $H^{4}\left(\mathbb{R}^{3}\right)$-initial data. There, the $H^{4}\left(\mathbb{R}^{3}\right)$-regularity was imposed to guarantee that the approximate solution $Z$ remains bounded in the $H^{2}\left(\mathbb{R}^{3}\right)$-norm.

In this paper we introduce a splitting method for the NSE with $1 \leqslant p<4 / d$ and prove the convergence in the $L^{2}\left(\mathbb{R}^{d}\right)$-norm for $H^{2}\left(\mathbb{R}^{d}\right)$-initial data. The scheme we analyse is based on an approximation $S_{\tau}(t)$ of the linear semigroup $S(t)$ which admits Strichartz-like estimates in some time discrete spaces. We make use of these new estimates to establish uniform bounds on the numerical solution in the auxiliary spaces $l_{l o c}^{q}\left(\tau \mathbb{Z}, L^{r}\left(\mathbb{R}^{d}\right)\right.$ ) without assuming more than $L^{2}\left(\mathbb{R}^{d}\right)$-regularity on the initial data. Once these bounds are obtained we will need the $H^{2}\left(\mathbb{R}^{d}\right)$ regularity in order to obtain the order of error.

The idea behind the numerical schemes for the LSE which admit uniform (with respect to discretization parameters) estimates of Strichartz type is that when they are applied in the context of

NSE, the error committed is controlled by the error committed in approximating the LSE. The application of these numerical schemes for NSE has been previously used in the case of semidiscrete space approximations [7-9] and in the fully discrete case in [6].

In this paper we will concentrate on Lie's approximation method. We remark that $Z$ defined by (1.6) satisfies

$$
\begin{equation*}
Z(n \tau)=S(n \tau) \varphi+\tau \sum_{k=0}^{n-1} S(n \tau-k \tau) \frac{N(\tau)-\mathcal{I}}{\tau} Z(k \tau), \quad n \geqslant 1 . \tag{1.8}
\end{equation*}
$$

Since $Z$ is defined on a discrete set of points we need to evaluate $Z$ in some discrete time norms $l^{q}\left(\tau \mathbb{Z}, L^{r}\left(\mathbb{R}^{d}\right)\right)$. We emphasize that for $(q, r) \neq(\infty, 2)$ even the linear part $S(n \tau) \varphi$ does not satisfy Strichartz-like estimates:

$$
\|S(n \tau) \varphi\|_{l^{q}\left(\tau \mathbb{Z}, L^{r}\left(\mathbb{R}^{d}\right)\right)} \leqslant C(d, q)\|\varphi\|_{L^{2}\left(\mathbb{R}^{d}\right)} \quad \text { for all } \varphi \in L^{2}\left(\mathbb{R}^{d}\right)
$$

where

$$
\|u\|_{l^{q}\left(\tau \mathbb{Z}, L^{r}\left(\mathbb{R}^{d}\right)\right)}=\left(\tau \sum_{n \in \mathbb{Z}}\|u(k \tau)\|_{L^{r}\left(\mathbb{R}^{d}\right)}^{q}\right)^{1 / q}
$$

Indeed, in contrast with the classical estimate (1.2), the above inequality implies that

$$
\tau^{1 / q}\|S(\tau) \varphi\|_{L^{r}\left(\mathbb{R}^{d}\right)} \leqslant C(d, q)\|\varphi\|_{L^{2}\left(\mathbb{R}^{d}\right)}
$$

inequality which does not hold for all $\varphi \in L^{2}\left(\mathbb{R}^{d}\right)$ (choose $\varphi=S(-\tau) \psi$ with $\psi \in L^{2}\left(\mathbb{R}^{d}\right) \backslash L^{r}\left(\mathbb{R}^{d}\right)$ for $r \neq 2$ ). This implies that we have to choose an approximation $S_{\tau}(t)$ of the linear semigroup $S(t)$ such that $S_{\tau}(t)$ admits Strichartz-like estimates which are discrete in time and moreover, these estimates are uniform with respect to the time parameter $\tau$ :

$$
\left\|S_{\tau}(n \tau) \varphi\right\|_{l^{( }\left(\tau \mathbb{Z}, L^{r}\left(\mathbb{R}^{d}\right)\right)} \leqslant C\|\varphi\|_{L^{2}\left(\mathbb{R}^{d}\right)}, \quad \forall \varphi \in L^{2}\left(\mathbb{R}^{d}\right)
$$

One of the possible choices is the filtered operator

$$
S_{\tau}(t) \varphi=S(t) \Pi_{\tau} \varphi
$$

where $\Pi_{\tau}$ filters the high frequencies as follows

$$
\begin{equation*}
\widehat{\Pi_{\tau} \varphi}(\xi)=\widehat{\varphi}(\xi) \mathbf{1}_{\left\{|\xi| \leqslant \tau^{-1 / 2}\right\}}(\xi), \quad \xi \in \mathbb{R}^{d} \tag{1.9}
\end{equation*}
$$

For other possible choices of the operator $S_{\tau}$ we refer to the previous work on dispersive methods for LSE [7-9]. Also as initial data we have to choose a filtration of $\varphi, \Pi_{\tau} \varphi$, since otherwise $Z_{\tau}(0) \varphi=\varphi$ does not belong to $L^{r}\left(\mathbb{R}^{d}\right)$ and we cannot evaluate the $l^{q}\left(0 \leqslant n \tau \leqslant T, L^{r}\left(\mathbb{R}^{d}\right)\right.$ )-norm of the approximation $Z_{\tau}$.

The splitting scheme we propose is the following one:

$$
\begin{equation*}
Z_{\tau}(n \tau)=\left(S_{\tau}(\tau) N(\tau)\right)^{n} \Pi_{\tau} \varphi, \quad n \geqslant 0 . \tag{1.10}
\end{equation*}
$$

Observe that in this scheme only the linear equation is filtered while the nonlinear one is solved exactly.

In the following, for any interval $I$ with $|I| \geqslant \tau$, the space $l^{q}\left(n \tau \in I, L^{r}\left(\mathbb{R}^{d}\right)\right)$ contains all functions defined on $\tau \mathbb{Z} \cap I$ with values in $L^{r}\left(\mathbb{R}^{d}\right)$ and the norm on this space is defined by

$$
\|u\|_{l^{q}\left(n \tau \in I, L^{r}\left(\mathbb{R}^{d}\right)\right)}=\left(\tau \sum_{n \in \mathbb{Z}}\|u(k \tau)\|_{L^{r}\left(\mathbb{R}^{d}\right)}^{q}\right)^{1 / q}
$$

Along the paper we always assume that $\tau$ is a small parameter, in the sense that there exists $\tau_{0}=\tau_{0}\left(\|\varphi\|_{L^{2}\left(\mathbb{R}^{d}\right)}\right)$ such that all the results hold for $\tau \leqslant \tau_{0}$.

The main results of this paper are the following.
Theorem 1.1 (Stability). Let $0<p<4 /$ d. For any $\varphi \in L^{2}\left(\mathbb{R}^{d}\right)$ the approximation $Z_{\tau}$ introduced in (1.10) satisfies:
(i) a uniform $L^{2}\left(\mathbb{R}^{d}\right)$-bound

$$
\begin{equation*}
\max _{n \geqslant 0}\left\|Z_{\tau}(n \tau)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)} \leqslant\|\varphi\|_{L^{2}\left(\mathbb{R}^{d}\right)} \tag{1.11}
\end{equation*}
$$

(ii) there exists $T_{0} \simeq\|\varphi\|^{-\frac{4 p}{4-d p}}$ such that for any interval I with $|I| \leqslant T_{0}$ and for any admissible pair ( $q, r$ ) the following

$$
\begin{equation*}
\left\|Z_{\tau}(n \tau)\right\|_{l^{q}\left(n \tau \in I, L^{r}\left(\mathbb{R}^{d}\right)\right)} \leqslant C(d, p, q)\|\varphi\|_{L^{2}\left(\mathbb{R}^{d}\right)} \tag{1.12}
\end{equation*}
$$

holds for some constant $C(d, p, q)$ independent of the time step $\tau$,
(iii) for any $T>0$ and $(q, r)$ admissible-pair the following

$$
\begin{equation*}
\left\|Z_{\tau}(n \tau)\right\|_{l^{q}\left(0 \leqslant n \tau \leqslant T ; L^{r}\left(\mathbb{R}^{d}\right)\right)} \leqslant C(T, d, p, q)\|\varphi\|_{L^{2}\left(\mathbb{R}^{d}\right)} \tag{1.13}
\end{equation*}
$$

holds for some constant $C(T, d, p, q)$ independent of the time step $\tau$.
Theorem 1.2 (Convergence). Let $d \leqslant 3, p \in[1,4 / d)$ and $\varphi \in H^{2}\left(\mathbb{R}^{d}\right)$. The numerical solution $Z_{\tau}$ has a firstorder error bound in $L^{2}\left(\mathbb{R}^{d}\right)$ :

$$
\max _{0 \leqslant n \tau \leqslant T}\left\|Z_{\tau}(n \tau)-u(n \tau)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)} \leqslant \tau C\left(T, d, p,\|\varphi\|_{H^{2}\left(\mathbb{R}^{d}\right)}\right)
$$

We point out that Theorem 1.2 works in the case $d \leqslant 3$ which is quite restrictive. The restriction $p \geqslant 1$ comes from the fact that in our proof we need to guarantee that $u$ solution of (1.1) belongs to $C\left(0, T, H^{2}\left(\mathbb{R}^{d}\right)\right)$ (see [2, Chapter 5.3]).

We now comment on the possible analysis of the order of error in the case of less regularity or other nonlinearities. It is convenient to write $u$ in the semigroup formulation:

$$
\begin{equation*}
u(t)=S(t) \varphi+i \lambda \int_{0}^{t} S(t-s)|u|^{p} u(s) d s, \quad t \geqslant 0 \tag{1.14}
\end{equation*}
$$

Looking at (1.8), we observe that $Z$ (or $Z_{\tau}$ ) defined by (1.6) (or (1.10)), differs from $u$ in two important facts: the integral in (1.14) is replaced by a sum in (1.8) and the nonlinear term $f(u)=\lambda|u|^{p} u$ is replaced by $\tau^{-1}(N(\tau)-\mathcal{I}) Z$. In view of this, it seems to be reasonable that $Z$ better approximates the solution of the following NSE:

$$
\begin{cases}\frac{d v}{d t}=i \Delta v+\frac{\exp \left(i \lambda \tau|v|^{p}\right)-1}{\tau} v, & x \in \mathbb{R}^{d}, t>0  \tag{1.15}\\ v(x, 0)=\varphi(x), & x \in \mathbb{R}^{d},\end{cases}
$$

whose solution satisfies

$$
\begin{equation*}
v(t)=S(t) \varphi+\int_{0}^{t} S(t-s) \frac{N(\tau)-\mathcal{I}}{\tau} v(s) d s, \quad t \geqslant 0 \tag{1.16}
\end{equation*}
$$

When $0 \leqslant p<4 / d$ and $\varphi \in H^{1}\left(\mathbb{R}^{d}\right)$, Eq. (1.15) has a global $H^{1}\left(\mathbb{R}^{d}\right)$-solution (see [2, Theorem 5.2.1]). We conjecture that in this case similar results to those obtained in this paper could be obtained once the results of Lemma 4.6 are obtained with less regularity assumptions.

In what concerns the range $4 / d<p<4 /(d-2), d \geqslant 3(4 / d<p<\infty$ if $d \in\{1,2\})$ Eq. (1.1) entries in the subcritical $H^{1}$-case and there are instances where the solution is global (see [2, Chapter 6] for a precise statement) since we have the following conservation of energy:

$$
E(u)=\frac{1}{2} \int_{\mathbb{R}^{d}}|\nabla u|^{2}-\frac{\lambda}{p+1} \int_{\mathbb{R}^{d}}|u|^{p+1} .
$$

However, in this range of $p$ 's we cannot guarantee that system (1.15) has a global $H^{1}$-solution since it is not obvious what is the energy which is preserved. This suggests that the $H^{1}\left(\mathbb{R}^{d}\right)$-stability for large time intervals for the splitting methods (1.6)-(1.7) will be very difficult to prove, or even impossible, even though the solutions of (1.1) are global and belong to $H^{1}\left(\mathbb{R}^{d}\right)$ at any positive time. It has been proved in [11] that the $H^{1}\left(\mathbb{R}^{3}\right)$-stability of the numerical scheme can be established assuming more regularity on the initial data, for example $H^{3}\left(\mathbb{R}^{3}\right)$ in the case $p=2$.

Since in the case $4 / d<p<4 /(d-2), d \geqslant 3(4 / d<p<\infty$ if $d \in\{1,2\})$ the global existence of an $H^{1}$-solution for (1.15) is not an easy task we can only guarantee the existence of a local solution $v$ in some time interval $\left[0, T_{0}\right]$ with $T_{0}=T_{0}\left(\|\varphi\|_{H^{1}\left(\mathbb{R}^{d}\right)}\right)$. In what concerns the splitting method we conjecture that there exists a positive time $T_{1} \simeq T_{0}$ such that the solution $\{Z(n \tau)\}_{0 \leqslant n \tau \leqslant T_{1}}$ is uniformly bounded with respect to the time parameter $\tau$ in the $H^{1}\left(\mathbb{R}^{d}\right)$-norm. This smallness on the time interval has been also previously imposed by Fröhlich in [4] where the order of error has been obtained in the case of the Schrödinger-Poisson equation. The error analysis for small intervals of time remains to be analysed in a future work.

The paper is organised as follows. In Section 2 we obtain discrete in time Strichartz estimates which are similar to the classical ones in [10]. Once these estimates are obtained we prove Theorem 1.1. Section 3 is devoted to presenting some classical results about the NSE and to estimating the error between $u$, solution of system (1.1), and $v$ solution of system (1.15). In Section 5 we first measure the error between $Z_{\tau}$ and $v$ and then apply it to prove Theorem 1.2. The last section contains some auxiliary results that are used throughout the paper.

The analysis in this paper can be extended to splitting methods in fully discrete framework by using the schemes introduced and analyzed in [6]. This will be the object of a future work.

## 2. Discrete time Strichartz estimates and stability

In this section we prove discrete in time Strichartz-like estimates for the operator $S_{\tau}$ introduced in previous section. Similar estimates for space semidiscretizations and fully discrete schemes have been obtained in $[7,8,6]$. Once the Strichartz estimates are obtained we apply them to obtain uniform bounds on the discrete solution $Z_{\tau}$.

Theorem 2.1. The semigroup $\left\{S_{\tau}(t)\right\}_{t \in \mathbb{R}}$ satisfies

$$
\begin{equation*}
\left\|S_{\tau}(t) \varphi\right\|_{L^{2}\left(\mathbb{R}^{d}\right)} \leqslant\|\varphi\|_{L^{2}\left(\mathbb{R}^{d}\right)}, \quad \forall t \in \mathbb{R} \tag{2.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|S_{\tau}(t) \varphi\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} \leqslant \frac{C(d)}{\tau^{d / 2}+|t|^{d / 2}}\|\varphi\|_{L^{1}\left(\mathbb{R}^{d}\right)}, \quad \forall t \in \mathbb{R} . \tag{2.2}
\end{equation*}
$$

Moreover, for any admissible pairs $(q, r)$ and $(\tilde{q}, \tilde{r})$ the following hold:
(i) Continuous in time estimates:

$$
\begin{gather*}
\left\|S_{\tau}(\cdot) \varphi\right\|_{L^{q}\left(\mathbb{R}, L^{r}\left(\mathbb{R}^{d}\right)\right)} \leqslant C(d, q)\|\varphi\|_{L^{2}\left(\mathbb{R}^{d}\right)},  \tag{2.3}\\
\left\|\int_{\mathbb{R}} S_{\tau}(s)^{*} f(s) d s\right\|_{L^{2}\left(\mathbb{R}^{d}\right)} \leqslant C(d, \tilde{q})\|f\|_{L^{q^{\prime}}\left(\mathbb{R}, L^{\prime}\left(\mathbb{R}^{d}\right)\right)}, \tag{2.4}
\end{gather*}
$$

and

$$
\begin{equation*}
\left\|\int_{s<t} S_{\tau}(t-s) f(s) d s\right\|_{L^{q}\left(\mathbb{R}, L^{r}\left(\mathbb{R}^{d}\right)\right)} \leqslant C(d, q, \tilde{q})\|f\|_{L^{\tilde{q}^{\prime}}\left(\mathbb{R}, L^{\tilde{r}^{\prime}}\left(\mathbb{R}^{d}\right)\right)} . \tag{2.5}
\end{equation*}
$$

(ii) Discrete in time estimates:

$$
\begin{gather*}
\left\|S_{\tau}(\cdot) \varphi\right\|_{l q\left(\tau \mathbb{Z}, L^{r}\left(\mathbb{R}^{d}\right)\right)} \leqslant C(d, q)\|\varphi\|_{L^{2}\left(\mathbb{R}^{d}\right)},  \tag{2.6}\\
\left\|\tau \sum_{n \in \mathbb{Z}} S_{\tau}(n \tau)^{*} f(n \tau)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)} \leqslant C(d, \tilde{q})\|f\|_{\tilde{q}^{\prime}\left(\tau \mathbb{Z}, \tilde{L}^{\prime}\left(\mathbb{R}^{d}\right)\right)}, \tag{2.7}
\end{gather*}
$$

and

$$
\begin{equation*}
\left\|\tau \sum_{k=-\infty}^{n-1} S_{\tau}((n-k) \tau) f(k \tau)\right\|_{l^{( }\left(\tau \mathbb{Z}, L^{r}\left(\mathbb{R}^{d}\right)\right)} \leqslant C(d, q, \tilde{q})\|f\|_{\tilde{q}^{\prime}\left(\tau \mathbb{Z}, L^{r^{\prime}}\left(\mathbb{R}^{d}\right)\right)} \tag{2.8}
\end{equation*}
$$

Remark 2.1. A useful consequence of (2.8) is given by the following estimate

$$
\begin{equation*}
\left\|\tau \sum_{k=0}^{n-1} S_{\tau}((n-k) \tau) g(k \tau)\right\|_{l^{q}\left(\tau \leqslant n \tau \leqslant(N+1) \tau, L^{r}\left(\mathbb{R}^{d}\right)\right)} \leqslant C(d, q, \tilde{q})\|g\|_{\tilde{q}^{\prime}\left(0 \leqslant n \tau \leqslant N \tau, \tilde{L}^{\prime}\left(\mathbb{R}^{d}\right)\right)} \tag{2.9}
\end{equation*}
$$

which holds for any positive integer $N$. It is a consequence of (2.8) applied to the function $f(n \tau)=$ $g(n \tau) \mathbf{1}_{\{0 \leqslant n \tau \leqslant N \tau\}}(n \tau)$.

Remark 2.2. Inequalities (2.1) and (2.2) give us estimates for $S_{\tau}$ in norms which are discrete in time. When considering continuous in time norms $L^{q}\left(\mathbb{R}, L^{r}\left(\mathbb{R}^{d}\right)\right)$ we obtain similar results since (2.2) implies that

$$
\left\|S_{\tau}(t) S_{\tau}(s)^{*} \varphi\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} \leqslant \frac{C}{|t-s|^{d / 2}}\|\varphi\|_{L^{1}\left(\mathbb{R}^{d}\right)}, \quad \forall t \neq s
$$

and we apply the results of Keel and Tao [10, Theorem 1.2].
Proof of Theorem 2.1. A scaling argument reduces all the estimates to the case $\tau=1$ since

$$
\left(S_{\tau}(t) \varphi\right)(x)=\left(S_{1}(t / \tau) \varphi\left(\tau^{1 / 2}\right)\right)\left(\tau^{-1 / 2} x\right)
$$

Inequality (2.1) is obvious. In the case of (2.2) observe that $S_{1}$ satisfies $S_{1}(t) \varphi=K_{t} * \varphi$ where $K_{t}$ is given by

$$
K_{t}(x)=\int_{|\xi| \leqslant 1} e^{i x \xi} e^{-i t \xi^{2}} d \xi
$$

We obviously have

$$
\left\|K_{t}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} \leqslant c(d)
$$

Using the stationary phase method (see [13, Theorem 1.1.4, p. 45]) we also obtain

$$
\left\|K_{t}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} \leqslant c(d)|t|^{-d / 2} .
$$

Both inequalities prove that for some constant $C(d)$ the kernel $K_{t}$ satisfies

$$
\left\|K_{t}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} \leqslant \frac{C(d)}{1+|t|^{d / 2}}
$$

Applying Young's inequality we prove (2.2). Observe that (2.2) implies

$$
\left\|S_{\tau}(t) S_{\tau}(s)^{*} \varphi\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} \leqslant \frac{C}{|t-s|^{d / 2}}\|\varphi\|_{L^{1}\left(\mathbb{R}^{d}\right)}, \quad \forall t \neq s
$$

Applying the classical results of Keel and Tao [10, Theorem 1.2] we obtain estimates (2.3)-(2.5).
Let us now concentrate on the discrete estimates (2.6)-(2.8). We first point out that the argument of Christ and Kiselev (see [3, Theorem 1.1]) reduces estimate (2.8) to the following one

$$
\begin{equation*}
\left\|\sum_{k=-\infty}^{\infty} S_{1}(n-k) f(k)\right\|_{l^{q}\left(\mathbb{Z}, L^{r}\left(\mathbb{R}^{d}\right)\right)} \leqslant C(d, q, \tilde{q})\|f\|_{\tilde{q}^{\prime}\left(\mathbb{Z}, L^{\prime}\left(\mathbb{R}^{d}\right)\right)} \tag{2.10}
\end{equation*}
$$

The $T T^{*}$ argument shows that (2.6), (2.7) and (2.10) are equivalent. In the following we prove (2.7). By duality (2.7) is equivalent with the bilinear estimate:

$$
\left|\left\langle\sum_{n \in \mathbb{Z}} S_{1}(n)^{*} f(n), \sum_{n \in \mathbb{Z}} S_{1}(n)^{*} g(n)\right\rangle\right| \leqslant C(d, \tilde{q})\|f\|_{\tilde{q}^{\prime}\left(\mathbb{Z}, L^{\tilde{\prime}^{\prime}}\left(\mathbb{R}^{d}\right)\right)}\|g\|_{\tilde{q}^{\prime}\left(\mathbb{Z}, L^{\tilde{r}^{\prime}}\left(\mathbb{R}^{d}\right)\right)}
$$

where $\langle$,$\rangle is the L^{2}\left(\mathbb{R}^{d}\right)$ inner product. In fact we prove the stronger inequality:

$$
\sum_{n \in \mathbb{Z}} \sum_{m \in \mathbb{Z}}\left|\left\langle S_{1}(n)^{*} f(n), S_{1}(m)^{*} g(m)\right\rangle\right| \leqslant C(d, \tilde{q})\|f\|_{\tilde{q}^{\prime}\left(\mathbb{Z}, L^{\prime}\left(\mathbb{R}^{d}\right)\right)}\|g\|_{\tilde{q}^{\prime}\left(\mathbb{Z}, L^{\prime}\left(\mathbb{R}^{d}\right)\right)}
$$

Observe that

$$
\begin{aligned}
\left|\left\langle S_{1}(n)^{*} f(n), S_{1}(m)^{*} g(m)\right\rangle\right| & =\left|\left\langle f(n), S_{1}(n) S_{1}(m)^{*} g(m)\right\rangle\right|=\left|\left\langle f(n), S_{1}(n-m) g(m)\right\rangle\right| \\
& \leqslant\|f(n)\|_{L^{\prime}\left(\mathbb{R}^{d}\right)}\left\|S_{1}(n-m) g\right\|_{L^{r}\left(\mathbb{R}^{d}\right)} \leqslant\|f(n)\|_{L^{r^{\prime}}\left(\mathbb{R}^{d}\right)} \frac{\|g(m)\|_{L^{\prime}\left(\mathbb{R}^{d}\right)}}{1+|n-m|^{2 / q}} .
\end{aligned}
$$

It implies that

$$
\sum_{n \in \mathbb{Z}} \sum_{m \in \mathbb{Z}}\left|\left\langle S_{1}(n)^{*} f(n), S_{1}(m)^{*} g(m)\right\rangle\right| \leqslant\|f\|_{l^{\prime}\left(\mathbb{Z}, L^{\prime}\left(\mathbb{R}^{d}\right)\right)}\left\|\sum_{m \in \mathbb{Z}} \frac{\|g(m)\|_{L^{\prime}\left(\mathbb{R}^{d}\right)}}{1+|n-m|^{2 / q}}\right\|_{l^{q}(\mathbb{Z})}
$$

At this point we make use of the following lemma (see [12,14]) which is a discrete version of the well-known Hardy-Litlewood-Sobolev inequality:

Lemma 2.1. Let $0<\alpha<1$ and $k$ be a sequence such that

$$
|k(n)| \leqslant \frac{1}{1+|n|^{\alpha}}, \quad \forall n \in \mathbb{Z}
$$

Then the operator $\mathbb{T}$ defined by $\mathbb{T}(f)=f * k$ maps continuously $l^{p}(\mathbb{Z})$ into $l^{q}(\mathbb{Z})$ for any $p$ and $q$ satisfying

$$
1<p<q<\infty \quad \text { and } \quad \frac{1}{q}=\frac{1}{p}-1+\alpha
$$

Applying this lemma we obtain that

$$
\sum_{n \in \mathbb{Z}} \sum_{m \in \mathbb{Z}}\left|\left\langle S_{1}(n)^{*} f(n), S_{1}(m)^{*} g(m)\right\rangle\right| \leqslant\|f\|_{q^{\prime}\left(\mathbb{Z}, L^{\prime}\left(\mathbb{R}^{d}\right)\right)}\|g\|_{l^{\prime}\left(\mathbb{Z}, L^{\prime}\left(\mathbb{R}^{d}\right)\right)}
$$

which finishes the proof.
We now prove that $Z_{\tau}$ introduced in (1.10) is uniformly bounded in the auxiliary norms $l_{l o c}^{q}\left(\tau \mathbb{N}, L^{r}\left(\mathbb{R}^{d}\right)\right)$.

Throughout the paper we will denote by $\left(q_{0}, r_{0}\right)$ the admissible pair with $r_{0}=p+2$. The relevance of this pair comes from the fact that $f(u)=|u|^{p} u$ maps $L^{r_{0}}\left(\mathbb{R}^{d}\right)$ to $L^{r_{0}^{\prime}}\left(\mathbb{R}^{d}\right)$. In order to simplify the presentation we consider in what follows we consider the case $\lambda=1$.

Proof of Theorem 1.1. The uniform boundedness of the $L^{2}\left(\mathbb{R}^{d}\right)$-norm follows from the following properties of the two operators $S_{\tau}$ and $N(\tau)$ :

$$
\left\|S_{\tau}(\tau) \varphi\right\|_{L^{2}\left(\mathbb{R}^{d}\right)} \leqslant\|\varphi\|_{L^{2}\left(\mathbb{R}^{d}\right)}
$$

and

$$
\|N(\tau) \varphi\|_{L^{2}\left(\mathbb{R}^{d}\right)}=\left\|\exp \left(i \tau|\varphi|^{p}\right) \varphi\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}=\|\varphi\|_{L^{2}\left(\mathbb{R}^{d}\right)}
$$

The definition of $Z_{\tau}$,

$$
Z_{\tau}(n \tau)=\left(S_{\tau}(\tau)+S_{\tau}(\tau)(N(\tau)-\mathcal{I})\right)^{n} \Pi_{\tau} \varphi, \quad n \geqslant 0,
$$

gives us that

$$
\begin{equation*}
Z_{\tau}(n \tau)=S_{\tau}(n \tau) \varphi+\Psi\left(Z_{\tau}\right)(n \tau), \quad n \geqslant 0 \tag{2.11}
\end{equation*}
$$

where

$$
\Psi\left(Z_{\tau}\right)(n \tau)= \begin{cases}0, & n=0 \\ \sum_{k=0}^{n-1} S_{\tau}(n \tau-k \tau)(N(\tau)-\mathcal{I}) Z_{\tau}(k \tau), & n \geqslant 1 .\end{cases}
$$

Estimate (2.6) of Theorem 2.1 applied to ( $q_{0}, r_{0}$ ) shows that

$$
C(d, p)=\sup _{\tau>0} \sup _{\varphi \in L^{2}\left(\mathbb{R}^{d}\right)} \frac{\left\|S_{\tau}(\cdot \tau) \varphi\right\|_{q_{0}\left(\tau \mathbb{Z} ; L^{r_{0}}\left(\mathbb{R}^{d}\right)\right)}}{\|\varphi\|_{L^{2}\left(\mathbb{R}^{d}\right)}}<\infty
$$

We consider the following set of integers:

$$
\Lambda=\left\{N \in \mathbb{Z}, N \geqslant 0,\left(\tau \sum_{k=0}^{N}\left\|Z_{\tau}(k \tau)\right\|_{L^{r} 0\left(\mathbb{R}^{d}\right)}^{q_{0}}\right)^{1 / q_{0}} \leqslant 2 C(d, p)\|\varphi\|_{L^{2}\left(\mathbb{R}^{d}\right)}\right\} .
$$

First we show that the set $\Lambda$ is not empty by showing that $0 \in \Lambda$ :

$$
\begin{aligned}
\tau^{1 / q_{0}}\left\|Z_{\tau}(0) \varphi\right\|_{L^{r_{0}}\left(\mathbb{R}^{d}\right)} & =\tau^{1 / q_{0}}\left\|S_{\tau}(0) \varphi\right\|_{L^{r} 0\left(\mathbb{R}^{d}\right)} \leqslant\left\|S_{\tau}(\tau \cdot) \varphi\right\|_{q_{0}\left(\tau \mathbb{Z}, L^{r_{0}}\left(\mathbb{R}^{d}\right)\right)} \\
& \leqslant C(d, p)\|\varphi\|_{L^{2}\left(\mathbb{R}^{d}\right)} .
\end{aligned}
$$

If $\sup \Lambda=\infty$ then (1.13) holds for the admissible pair $\left(q_{0}, r_{0}\right)$. Otherwise, let $N_{*}$ be the largest element of $\Lambda$, i.e. $N_{*}+1 \notin \Lambda$. Using representation (2.11) and estimate (2.6) given by Theorem 2.1, we obtain that

$$
\begin{aligned}
& \left(\tau \sum_{n=0}^{N_{*}+1}\left\|Z_{\tau}(n \tau)\right\|_{L^{r_{0}}\left(\mathbb{R}^{d}\right)}^{q}\right)^{1 / q_{0}} \\
& \quad \leqslant\left\|S_{\tau}(n \tau) \varphi\right\|_{l_{0}\left(0 \leqslant n \tau \leqslant\left(N_{*}+1\right) \tau ; L^{\left.r_{0}\left(\mathbb{R}^{d}\right)\right)}\right.}+\left\|\Psi\left(Z_{\tau}\right)(n \tau)\right\|_{l_{0}\left(0 \leqslant n \tau \leqslant\left(N_{*}+1\right) \tau ; L^{\left.r_{0}\left(\mathbb{R}^{d}\right)\right)}\right.} \\
& \quad \leqslant C(d, p)\|\varphi\|_{L^{2}\left(\mathbb{R}^{d}\right)}+\left\|\tau \sum_{k=0}^{n-1} S_{\tau}((n-k) \tau) \frac{N(\tau)-\mathcal{I}}{\tau} Z_{\tau}(k \tau)\right\|_{q_{0}\left(\tau \leqslant n \tau\left(N_{*}+1\right) \tau ; L^{\left.r_{0}\left(\mathbb{R}^{d}\right)\right)}\right.} .
\end{aligned}
$$

Applying estimate (2.9) with $g(n \tau)=\tau^{-1}(N(\tau)-\mathcal{I}) Z_{\tau}(n \tau)$ we obtain

$$
\begin{align*}
& \left(\tau \sum_{n=0}^{N_{*}+1}\left\|Z_{\tau}(n \tau)\right\|_{L^{r_{0}\left(\mathbb{R}^{d}\right)}}^{q_{0}}\right)^{1 / q_{0}} \\
& \quad \leqslant C(d, p)\|\varphi\|_{L^{2}\left(\mathbb{R}^{d}\right)}+C_{1}(d, p)\left\|\frac{N(\tau)-\mathcal{I}}{\tau} Z_{\tau}(n \tau)\right\|_{l^{o_{0}^{\prime}}\left(0 \leqslant n \tau \leqslant N_{*} \tau ; L^{L_{0}^{\prime}}\left(\mathbb{R}^{d}\right)\right)} . \tag{2.12}
\end{align*}
$$

We now use that the operator $N(\tau)-\mathcal{I}$ satisfies

$$
\left|\frac{N(\tau)-\mathcal{I}}{\tau} \psi\right|=\left|\frac{\exp \left(i \tau|\psi|^{p}\right)-1}{\tau} \psi\right| \leqslant|\psi|^{p+1} .
$$

We introduce this inequality in (2.12) to obtain

$$
\begin{align*}
& \left\|Z_{\tau}(n \tau)\right\|_{l_{0}\left(0 \leqslant n \tau \leqslant\left(N_{*}+1\right) \tau ; L^{\left.r_{0}\left(\mathbb{R}^{d}\right)\right)}\right.} \\
& \quad \leqslant C(d, p)\|\varphi\|_{L^{2}\left(\mathbb{R}^{d}\right)}+C_{1}(d, p)\left\|\left|Z_{\tau}(n \tau)\right|^{p+1}\right\|_{l_{0}^{q_{0}^{\prime}}\left(0 \leqslant n \tau \leqslant N_{*} \tau ; L^{r_{0}}\left(\mathbb{R}^{d}\right)\right)} \tag{2.13}
\end{align*}
$$

Using that $N_{*} \in \Lambda$ and Hölder's inequality in time variable (see Lemma 4.1) we get

$$
\begin{aligned}
& \left\|Z_{\tau}(n \tau)\right\|_{q_{0}\left(0 \leqslant n \tau \leqslant\left(N_{*}+1\right) \tau ; L^{r_{0}}\left(\mathbb{R}^{d}\right)\right)} \\
& \quad \leqslant C(d, p)\|\varphi\|_{L^{2}\left(\mathbb{R}^{d}\right)}+C_{2}(d, p)\left(N_{*} \tau\right)^{1-\frac{d p}{4}}\left\|Z_{\tau}(\cdot \tau)\right\|_{l_{0}\left(0 \leqslant n \tau \leqslant N_{*} \tau ; L^{r_{0}}\left(\mathbb{R}^{d}\right)\right)}^{p+1} \\
& \quad \leqslant C(d, p)\|\varphi\|_{L^{2}\left(\mathbb{R}^{d}\right)}+C_{2}(d, p)\left(N_{*} \tau\right)^{1-\frac{d p}{4}}\left(C(d, p)\|\varphi\|_{L^{2}\left(\mathbb{R}^{d}\right)}\right)^{p+1} \\
& \quad \leqslant 2 C(d, p)\|\varphi\|_{L^{2}\left(\mathbb{R}^{d}\right)}
\end{aligned}
$$

as long as

$$
C_{2}(d, p)\left(N_{*} \tau\right)^{1-\frac{d p}{4}}\left(C(d, p)\|\varphi\|_{L^{2}\left(\mathbb{R}^{d}\right)}\right)^{p+1} \leqslant C(d, p)\|\varphi\|_{L^{2}\left(\mathbb{R}^{d}\right)}
$$

This means that if the following inequality holds

$$
\begin{equation*}
N_{*} \tau \leqslant T_{0}:=\left[\frac{\left(C(d, p)\|\varphi\|_{L^{2}\left(\mathbb{R}^{d}\right)}\right)^{-p}}{C_{2}(d, p)}\right]^{4 /(4-d p)} \tag{2.14}
\end{equation*}
$$

then $N_{*}+1 \in \Lambda$, which contradicts the assumption on the maximality of $N_{*}$. Thus (2.14) is false and

$$
N_{*} \tau>T_{0}
$$

Thus (1.13) holds for $T=T_{0}$ and the admissible pair ( $q_{0}, r_{0}$ ).
Let us choose ( $q_{1}, r_{1}$ ) another admissible pair. Using representation formula (2.11) and a similar argument as the one above we obtain the following estimate:

$$
\begin{aligned}
& \left\|Z_{\tau}(n \tau)\right\|_{l_{1}\left(0 \leqslant n \tau \leqslant T_{0} ; L^{r_{1}}\left(\mathbb{R}^{d}\right)\right)} \\
& \quad \leqslant C(d, q)\|\varphi\|_{L^{2}\left(\mathbb{R}^{d}\right)}+c(d, q, p) T_{0}^{1-\frac{d p}{4}}\left\|Z_{\tau}(n \tau)\right\|_{l^{q_{0}}\left(0 \leqslant n \tau \leqslant T_{0} ; L^{r_{0}}\left(\mathbb{R}^{d}\right)\right)}^{p+1} \\
& \quad \leqslant C(d, q)\|\varphi\|_{L^{2}\left(\mathbb{R}^{d}\right)}+T_{0}^{1-\frac{d p}{4}} c(d, p, q)\left(C(d, p)\|\varphi\|_{L^{2}\left(\mathbb{R}^{d}\right)}\right)^{p+1} \\
& \quad \leqslant C(d, q, p)\|\varphi\|_{L^{2}\left(\mathbb{R}^{d}\right)}
\end{aligned}
$$

This proves estimates (1.13) for $T=T_{0}$.
Let us now choose any integer $N$ with $N \tau \leqslant T_{0}$. Definition (1.10) gives us that $Z_{\tau}$ satisfies

$$
Z_{\tau}(N \tau+n \tau)=S_{\tau}(n \tau) Z_{\tau}(N \tau)+\tau \sum_{k=0}^{n-1} S_{\tau}(n \tau-k \tau) \frac{N(\tau)-\mathcal{I}}{\tau} Z_{\tau}(N \tau+k \tau), \quad n \geqslant 1
$$

With the same argument as above we obtain

$$
\left\|Z_{\tau}(\cdot)\right\|_{l^{q}\left(N \tau \leqslant n \tau \leqslant N \tau+T_{1}, L^{r}\left(\mathbb{R}^{d}\right)\right)} \leqslant C(d, q, p)\left\|Z_{\tau}(N \tau)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)} \leqslant C(d, q, p)\|\varphi\|_{L^{2}\left(\mathbb{R}^{d}\right)}
$$

where

$$
T_{1}=\left[\frac{\left(C(d, p)\|Z(N \tau)\|_{L^{2}\left(\mathbb{R}^{d}\right)}\right)^{-p}}{C_{2}(d, p)}\right]^{4 /(4-d p)}
$$

Taking into account that the $L^{2}\left(\mathbb{R}^{d}\right)$-norm of $Z_{\tau}$ does not increase we get

$$
\|Z(N \tau)\|_{L^{2}\left(\mathbb{R}^{d}\right)} \leqslant\|\varphi\|_{L^{2}\left(\mathbb{R}^{d}\right)}
$$

and $T_{1} \geqslant T_{0}$. This proves (1.13) for the interval $\left[0,2 T_{0}\right]$.
The proof is now finished by iterating the same argument on any interval $\left[0, k T_{0}\right]$ with $k \geqslant 1$.

## 3. Nonlinear Schrödinger equations

In this section we present some classical results on NSE and use them to estimate the difference between $u$ and $v$ solutions of Eqs. (1.1) and (1.15). In the sequel $\mathfrak{R}(z)$ denotes the real part of the complex number $z$.

We first state the global existence result for NSE, cf. [2, Theorem 4.6.1, p. 109].
Theorem 3.1. Let $0<p<4 / d$ and $f: \mathbb{C} \rightarrow \mathbb{C}$ such that $f(0)=0$ and

$$
\begin{equation*}
\left|f\left(z_{1}\right)-f\left(z_{2}\right)\right| \leqslant C\left(1+\left|z_{1}\right|+\left|z_{2}\right|\right)^{p}\left|z_{1}-z_{2}\right| . \tag{3.1}
\end{equation*}
$$

Also assume that

$$
\begin{equation*}
\mathfrak{R}\left(\int_{\mathbb{R}^{d}} f(z(x)) \bar{z}(x) d x\right) \leqslant 0, \quad \forall z \in L^{2}\left(\mathbb{R}^{d}\right) \cap L^{p+1}\left(\mathbb{R}^{d}\right) \tag{3.2}
\end{equation*}
$$

For every $\varphi \in L^{2}(\mathbb{R})$, the equation

$$
\begin{cases}\frac{d u}{d t}=i \Delta u+f(u), & x \in \mathbb{R}^{d}, t>0  \tag{3.3}\\ u(x, 0)=\varphi(x), & x \in \mathbb{R}^{d}\end{cases}
$$

has a unique global solution $u \in C\left(\mathbb{R}, L^{2}\left(\mathbb{R}^{d}\right)\right) \cap L_{\text {loc }}^{q_{0}}\left(\mathbb{R}, L^{r_{0}}\left(\mathbb{R}^{d}\right)\right)$.
Moreover, the following properties hold:
(i) $u \in L_{\text {loc }}^{q}\left(\mathbb{R}, L^{r}\left(\mathbb{R}^{d}\right)\right)$ for every admissible pair $(q, r)$.
(ii) $\|u(t)\|_{L^{2}(\mathbb{R})} \leqslant\|\varphi\|_{L^{2}(\mathbb{R})}$ for all $t \geqslant 0$.
(iii) For any admissible pair $(q, r)$ there exists $T_{0}=T_{0}\left(d, p, q,\|\varphi\|_{L^{2}\left(\mathbb{R}^{d}\right)}\right)$ such that for any interval I with $|I|<T_{0}$,

$$
\|u\|_{L^{q}\left(I, L^{r}\left(\mathbb{R}^{d}\right)\right)} \leqslant C(d, p, q)\|\varphi\|_{L^{2}\left(\mathbb{R}^{d}\right)} .
$$

(iv) (Regularity [2, Theorem 5.3.4, p. 154]) If $p \geqslant 1$ and $\varphi \in H^{2}\left(\mathbb{R}^{d}\right)$ then

$$
u \in C\left(\mathbb{R}, H^{2}\left(\mathbb{R}^{d}\right)\right) \cap L_{l o c}^{q}\left(\mathbb{R}, W^{2, r}\left(\mathbb{R}^{d}\right)\right) \cap W_{l o c}^{1, q}\left(\mathbb{R}, L^{r}\left(\mathbb{R}^{d}\right)\right)
$$

and

$$
\begin{aligned}
\|u\|_{T} & :=\|u\|_{L^{\infty}\left(0, T, H^{2}\left(\mathbb{R}^{d}\right)\right)}+\|u\|_{L^{q_{0}\left(0, T, W^{\left.2, r_{0}\left(\mathbb{R}^{d}\right)\right)}\right.}}+\left\|u_{t}\right\|_{L^{q_{0}\left(0, T, L^{\left.r_{0}\left(\mathbb{R}^{d}\right)\right)}\right.}} \\
& \leqslant C\left(T, d, p,\|\varphi\|_{H^{2}\left(\mathbb{R}^{d}\right)}\right)
\end{aligned}
$$

Remark 3.1. The $H^{1}\left(\mathbb{R}^{d}\right)$-regularity of the solutions holds for any $p \in(0,4 / d)$, see [2, Theorem 5.2 .1 , p. 149]. However, we cannot exploit this fact since in the proof of Theorem 5.1 when we apply Lemma 4.6 we need to assume $H^{2}\left(\mathbb{R}^{d}\right)$-regularity on the initial data.

We now apply this theorem to prove the existence of a global solution $v$ of Eq. (1.15).
Theorem 3.2. Let $1 \leqslant p<4 / d$ and $\varphi \in H^{2}\left(\mathbb{R}^{d}\right)$. There exists a unique global solution of Eq. (1.15) which satisfies properties (i)-(iv) of Theorem 3.1.

Proof. In order to apply Theorem 3.1 it is sufficient to check that

$$
f(z)=\frac{\exp \left(i \tau|z|^{p}\right)-1}{\tau} z
$$

satisfies hypotheses (3.1) and (3.2). The first one is a consequence of Lemma 4.2 and the second one holds since for any function $z \in L^{2}\left(\mathbb{R}^{d}\right) \cap L^{p+2}\left(\mathbb{R}^{d}\right)$ the following holds

$$
\Re\left(\int_{\mathbb{R}^{d}} f(z) \bar{z} d x\right)=\Re\left(\int_{\mathbb{R}^{d}} \frac{\exp \left(i \tau|z|^{p}\right)-1}{\tau}|z|^{2} d x\right)=\int_{\mathbb{R}^{d}} \frac{\cos \left(\tau|z|^{p}\right)-1}{\tau}|z|^{2} d x \leqslant 0
$$

The proof is now complete.

With the above theorem we are able to estimate the distance between $u$ and $v$.

Theorem 3.3. Let $0 \leqslant p<4 / d, \varphi \in L^{2}\left(\mathbb{R}^{d}\right)$ and $u$ and $v$ solutions of (1.1) and (1.15). Assume the existence of an admissible pair $(\tilde{q}, \tilde{r})$ such that $u \in L_{l o c}^{(2 p+1) \tilde{q}^{\prime}}\left(\mathbb{R}, L^{(2 p+1) \tilde{r}^{\prime}}\left(\mathbb{R}^{d}\right)\right)$.

For any $T>0$ there exists $C=C\left(T, p, \tilde{q},\|\varphi\|_{L^{2}\left(\mathbb{R}^{d}\right)}\right)$ such that

$$
\begin{equation*}
\|u-v\|_{L^{\infty}\left(0, T: L^{2}\left(\mathbb{R}^{d}\right)\right)} \leqslant C \tau\|u\|_{L^{(2 p+1) q^{\prime}}\left(0, T, L^{(2 p+1) \tilde{F}^{\prime}}\left(\mathbb{R}^{d}\right)\right)}^{2 p+1} . \tag{3.4}
\end{equation*}
$$

Moreover, if $1 \leqslant p<4 / d$ and $\varphi \in H^{2}\left(\mathbb{R}^{d}\right)$ then

$$
\begin{equation*}
\|u-v\|_{L^{\infty}\left(0, T: L^{2}\left(\mathbb{R}^{d}\right)\right)} \leqslant C \tau\|u\|_{L^{\infty}\left(0, T, H^{2}\left(\mathbb{R}^{d}\right)\right)}^{2 p+1} . \tag{3.5}
\end{equation*}
$$

Remark 3.2. For any $p<2 / d$ and $\varphi \in L^{2}\left(\mathbb{R}^{d}\right)$ we can find a pair ( $\left.\tilde{q}, \tilde{r}\right)$ such that $u \in L_{\text {loc }}^{(2 p+1) \tilde{q}^{\prime}}(\mathbb{R}$, $L^{(2 p+1) \tilde{r}^{\prime}}\left(\mathbb{R}^{d}\right)$ ). Indeed, we can find $(q, r)$ an admissible pair with $(2 p+1) \tilde{r}^{\prime}=r$ and $q<(2 p+1) \tilde{q}^{\prime}$ and use that $u \in L_{l o c}^{q}\left(\mathbb{R}, L^{r}\left(\mathbb{R}^{d}\right)\right)$. Also for any $\varphi \in H^{s}\left(\mathbb{R}^{d}\right), s>0$, we can find a range of exponents $p$ such that the norm of $u$ in the right-hand side of (3.4) is finite.

Proof of Theorem 3.3. In the following, the constants C's occurring in the proof could change from line to line.

Let us choose an admissible pair $(q, r) \in\left\{(\infty, 2),\left(q_{0}, r_{0}\right)\right\}$. Writing $u$ and $v$ in the semigroup formulation

$$
u(t)=S(t) \varphi+i \int_{0}^{t} S(t-s)|u|^{p} u(s) d s, \quad t \geqslant 0
$$

and

$$
v(t)=S(t) \varphi+\int_{0}^{t} S(t-s) \frac{N(\tau)-I}{\tau} v(s) d s, \quad t \geqslant 0
$$

we obtain that

$$
\|u-v\|_{L^{q}\left(0, T, L^{r}\left(\mathbb{R}^{d}\right)\right)} \leqslant\left\|\int_{0}^{t} S(t-s)\left(g_{1}(u(s), v(s))+g_{2}(u(s))\right) d s\right\|_{L^{q}\left(0, T, L^{r}\left(\mathbb{R}^{d}\right)\right)}
$$

where

$$
g_{1}(u, v)=\frac{\exp \left(i \tau|v|^{p}\right)-\exp \left(i \tau|u|^{p}\right)}{\tau} v+\frac{\exp \left(i \tau|u|^{p}\right)-1}{\tau}(v-u)
$$

and

$$
g_{2}(u)=\left(\frac{\exp \left(i \tau|u|^{p}\right)-1}{\tau}-i|u|^{p}\right) u .
$$

Applying classical Strichartz's estimates (see [10, Theorem 1.2]) with ( $\tilde{q}, \tilde{r})$ an admissible pair we get

$$
\|u-v\|_{L^{q}\left(0, T, L^{r}\left(\mathbb{R}^{d}\right)\right)} \leqslant C(d, q, p)\left\|g_{1}(u, v)\right\|_{L^{q_{0}^{\prime}}\left(0, T, L^{r_{0}^{\prime}}\left(\mathbb{R}^{d}\right)\right)}+C(d, q, \tilde{q})\left\|g_{2}(u)\right\|_{L^{q^{\prime}}\left(0, T, L^{\tilde{r}^{\prime}}\left(\mathbb{R}^{d}\right)\right)} .
$$

Using that $g_{1}$ and $g_{2}$ satisfy

$$
\left|g_{1}(u, v)\right| \leqslant\left||v|^{p}-|u|^{p}\right||v|+|u|^{p}|v-u| \leqslant c(p)|v-u|\left(|v|^{p}+|u|^{p}\right)
$$

and

$$
\left|g_{2}(v)\right| \leqslant \tau c(p)|u|^{2 p+1}
$$

we obtain by Lemma 4.1 that

$$
\begin{aligned}
\| u- & v \|_{L^{q}\left(0, T, L^{r}\left(\mathbb{R}^{d}\right)\right)} \\
\leqslant & C(d, q, p) T^{1-d p / 4}\|u-v\|_{L^{q_{0}}\left(0, T, L^{r}\left(\mathbb{R}^{d}\right)\right)}\left(\|u\|_{L^{q_{0}}\left(0, T, L^{r_{0}}\left(\mathbb{R}^{d}\right)\right)}+\|v\|_{L^{q_{0}}\left(0, T, L^{r}\left(\mathbb{R}^{d}\right)\right)}\right)^{p} \\
& +\tau C(d, q, \tilde{q}, p)\|u\|_{L^{(2 p+1) \tilde{q}^{\prime}}\left(0, T, L^{(2 p+1) \tilde{r}^{\prime}}\left(\mathbb{R}^{d}\right)\right)}^{2 p+1} .
\end{aligned}
$$

For any $T<T_{0}$ with $T_{0}$ given by Theorem 3.1 and Theorem 3.2 we get

$$
\begin{aligned}
\|u-v\|_{L^{q}\left(0, T, L^{r}\left(\mathbb{R}^{d}\right)\right)} \leqslant & C(d, q, p) T^{1-d p / 4}\|u-v\|_{L^{q_{0}}\left(0, T, L^{p+2}\left(\mathbb{R}^{d}\right)\right)}\|\varphi\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{p} \\
& +\tau C(d, q, \tilde{q}, p)\|u\|_{L^{2(2 p+1) \tilde{q}^{\prime}\left(0, T, L^{(2 p+1) \tilde{r}^{\prime}}\left(\mathbb{R}^{d}\right)\right)}}^{2 p+1}
\end{aligned}
$$

Choosing $T_{1}<T_{0}$ but still depending on the $L^{2}\left(\mathbb{R}^{d}\right)$-norm of $\varphi$ we obtain

$$
\begin{equation*}
\|u-v\|_{L^{q}\left(0, T_{1}, L^{r}\left(\mathbb{R}^{d}\right)\right)} \leqslant \tau C(d, q, \tilde{q}, p)\|u\|_{L^{(2 p+1) \tilde{q}^{\prime}}\left(0, T_{1}, L^{(2 p+1) \tilde{r}^{\prime}}\left(\mathbb{R}^{d}\right)\right)}^{2 p+1} \tag{3.6}
\end{equation*}
$$

which proves estimate (3.4) for the interval $\left(0, T_{1}\right)$.
Applying the same argument on the interval ( $T_{1}, 2 T_{1}$ ) we obtain

$$
\|u-v\|_{L^{q}\left(T_{1}, 2 T_{1}, L^{r}\left(\mathbb{R}^{d}\right)\right)} \leqslant c(d, q)\left\|u\left(T_{1}\right)-v\left(T_{1}\right)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}+\tau C(d, q, \tilde{q}, p)\|u\|_{L^{(2 p+1) \tilde{q}^{\prime}}\left(T_{1}, 2 T_{1}, L^{(2 p+1) \tilde{r}^{\prime}}\right)}^{2 p+1}
$$

Using estimate (3.6) with $(q, r)=(\infty, 2)$ we obtain

$$
\|u-v\|_{L^{q}\left(T_{1}, 2 T_{1}, L^{r}\left(\mathbb{R}^{d}\right)\right)} \leqslant 2 C(d, q, \tilde{q}, p) \tau\|u\|_{L^{(2 p+1) \tilde{q}^{\prime}}\left(0,2 T_{1}, L^{(2 p+1) \tilde{r}^{\prime}}\right)}^{2 p+1} .
$$

An induction step allows us to prove the same inequality on any interval $\left(k T_{1},(k+1) T_{1}\right)$ and then for any interval ( $0, T$ )

$$
\|u-v\|_{L^{q}\left(0, T, L^{r}\left(\mathbb{R}^{d}\right)\right)} \leqslant C(T, d, p, q, \tilde{q}) \tau\|u\|_{L^{(2 p+1) \tilde{q}^{\prime}}\left(0, T, L^{(2 p+1) \tilde{r}^{\prime}}\right)}^{2 p+1} .
$$

The proof of estimate (3.4) is now finished.
In the particular case of $\varphi \in H^{2}\left(\mathbb{R}^{d}\right)$ Theorem 3.1 shows that $u \in C\left(\mathbb{R}, H^{2}\left(\mathbb{R}^{d}\right)\right)$. Thus, using the embedding $H^{2}\left(\mathbb{R}^{d}\right) \hookrightarrow L^{\infty}\left(\mathbb{R}^{d}\right), d \leqslant 3$, and estimate (3.4) with $(\tilde{q}, \tilde{r})=(\infty, 2)$ we obtain estimate (3.5).

The proof is now complete.

## 4. Preliminary estimates

In this section we prove some results that will be used in the proof of the main result.
Lemma 4.1. Let $0 \leqslant p \leqslant 4 / d$ and $f: \mathbb{C} \rightarrow \mathbb{C}$ satisfying $f(0)=0$ and

$$
\left|f\left(z_{1}\right)-f\left(z_{2}\right)\right| \leqslant C\left|z_{1}-z_{2}\right|\left(\left|z_{1}\right|^{p}+\left|z_{2}\right|^{p}\right)
$$

Then

$$
\begin{equation*}
\|f(u)\|_{L^{q_{0}^{\prime}\left(I, L^{\prime}\left(\mathbb{R}^{d}\right)\right)}} \leqslant C(p)|I|^{1-\frac{d p}{4}}\|u\|_{L^{q_{0}}\left(I, L_{0}^{\left.r_{0}\left(\mathbb{R}^{d}\right)\right)}\right.}^{p+1} \tag{4.1}
\end{equation*}
$$

and

$$
\begin{align*}
& \|f(u)-f(v)\|_{L^{q_{0}^{\prime}}\left(I, L^{r_{0}^{\prime}}\left(\mathbb{R}^{d}\right)\right)} \\
& \quad \leqslant C(p)|I|^{1-\frac{d p}{4}}\|u-v\|_{L^{q_{0}\left(I, L^{r_{0}}\left(\mathbb{R}^{d}\right)\right)}}\left(\|u\|_{L^{q_{0}\left(I, L^{r}\left(\mathbb{R}^{d}\right)\right)}}^{p}+\|v\|_{L^{q_{0}\left(I, L^{r_{0}}\left(\mathbb{R}^{d}\right)\right)}}^{p}\right) . \tag{4.2}
\end{align*}
$$

Also, for any interval I with $|I| \geqslant \tau$ similar inequalities hold in the discrete time spaces:

$$
\begin{equation*}
\|f(u)\|_{l_{0}^{q_{0}^{\prime}\left(I, L^{\prime} 0\left(\mathbb{R}^{d}\right)\right)}} \leqslant C(p)|I|^{1-\frac{d p}{4}}\|u\|_{q_{0}\left(I, L^{r_{0}}\left(\mathbb{R}^{d}\right)\right)}^{p+1} \tag{4.3}
\end{equation*}
$$

and

$$
\begin{align*}
& \left.\left.\|f(u)-f(v)\|_{l^{q_{0}^{\prime}\left(I, L^{\prime} \mathbb{R}^{\prime}\right.}} \mathbb{R}^{d}\right)\right) \\
& \quad \leqslant C(p)|I|^{1-\frac{d p}{4}}\|u-v\|_{l_{q_{0}\left(I, L^{r_{0}}\left(\mathbb{R}^{d}\right)\right)}}\left(\|u\|_{l_{0}\left(I, L^{\left.r_{0}\left(\mathbb{R}^{d}\right)\right)}\right.}^{p}+\|v\|_{l_{0}\left(I, L^{\left.r_{0}\left(\mathbb{R}^{d}\right)\right)}\right.}^{p}\right) . \tag{4.4}
\end{align*}
$$

Proof. Let us first consider the case of continuous in time norms. Using that $r_{0}^{\prime}=(p+2) /(p+1)$ we get

$$
\begin{aligned}
\|f(u)\|_{L^{q_{0}^{\prime}\left(I, L L_{0}^{\prime}\left(\mathbb{R}^{d}\right)\right)}} & \leqslant c(p)\left\||u|^{p+1}\right\|_{L^{q_{0}^{\prime}}\left(I, L^{\prime}\left(\mathbb{R}^{d}\right)\right)} \leqslant c(p)\|u\|_{L^{(p+1) q_{0}^{\prime}\left(I, L^{\left.(p+1) r_{0}^{\prime}\left(\mathbb{R}^{d}\right)\right)}\right.}}^{p+1} \\
& =c(p)\|u\|_{L^{(p+1) q_{0}^{\prime}}}^{p+I, L_{0}^{\left.r_{0}\left(\mathbb{R}^{d}\right)\right)}} .
\end{aligned}
$$

Hölder's inequality shows that for any $1 \leqslant a \leqslant b \leqslant \infty$ the following holds

$$
\|v\|_{L^{a}(I)} \leqslant\|v\|_{L^{b}(I)}|I|^{\frac{1}{a}-\frac{1}{b}} .
$$

Thus

$$
\|f(u)\|_{L^{q_{0}^{\prime}\left(I, L^{\prime}\right.} r_{\left.\left(\mathbb{R}^{d}\right)\right)}} \leqslant c(p)|I|^{\frac{1}{(p+1) q_{0}^{\prime}}-\frac{1}{q_{0}}}\|u\|_{L^{q_{0}}\left(I, L^{r_{0}}\left(\mathbb{R}^{d}\right)\right)}^{p+1}=c(p)|I|^{1-\frac{d p}{4}}\|u\|_{L^{q_{0}}\left(I, L^{r_{0}}\left(\mathbb{R}^{d}\right)\right)}^{p+1} .
$$

The second inequality can be treated in a similar way and we leave it to the reader.

The case of discrete norms can be treated similarly once we observe that

$$
\|v\|_{l^{a}(n \tau \in I)} \leqslant\|v\|_{l^{b}(n \tau \in I)}\left(\tau\left[\frac{|I|}{\tau}\right]\right)^{\frac{1}{a}-\frac{1}{b}} \leqslant\|v\|_{l^{b}(n \tau \in I)}|I|^{\frac{1}{a}-\frac{1}{b}},
$$

where $[\cdot]$ is the floor function.
Lemma 4.2. For any $p>0$ there exists a positive constant $c(p)$ such that

$$
\begin{equation*}
\left|\frac{N(\tau)-\mathcal{I}}{\tau} u-\frac{N(\tau)-\mathcal{I}}{\tau} v\right| \leqslant c(p)|u-v|\left(|u|^{p}+|v|^{p}\right) \tag{4.5}
\end{equation*}
$$

holds for all complex numbers $u$ and $v$. Moreover if $p \leqslant 4 / d$ and $|I| \geqslant \tau$ then

$$
\begin{align*}
& \left\|\frac{N(\tau)-\mathcal{I}}{\tau} u-\frac{N(\tau)-\mathcal{I}}{\tau} v\right\|_{q_{0}\left(I, L^{r_{0}}\left(\mathbb{R}^{d}\right)\right)} \\
& \leqslant c(p)|I|^{1-d p / 4}\|u-v\|_{l_{0}\left(I, L^{r_{0}}\left(\mathbb{R}^{d}\right)\right)}\left(\|u\|_{q_{0}\left(I, L^{\left.r_{0}\left(\mathbb{R}^{d}\right)\right)}\right.}^{p}+\|v\|_{q_{0}\left(I, L^{\left.r_{0}\left(\mathbb{R}^{d}\right)\right)}\right.}^{p}\right) . \tag{4.6}
\end{align*}
$$

Proof. Using the definition of the nonlinear operator $N(\tau)$ we get

$$
\begin{aligned}
\left|\frac{N(\tau)-\mathcal{I}}{\tau} u-\frac{N(\tau)-\mathcal{I}}{\tau} v\right| & =\left|\frac{\exp \left(i \tau|u|^{p}-1\right)}{\tau}(u-v)+\frac{\exp \left(i \tau|u|^{p}\right)-\exp \left(i \tau|v|^{p}\right)}{\tau} v\right| \\
& \leqslant|u|^{p}|u-v|+\left||u|^{p}-|v|^{p}\right||v| \leqslant c(p)|u-v|\left(|u|^{p}+|v|^{p}\right)
\end{aligned}
$$

The second inequality is obtained by applying Lemma 4.1.
Lemma 4.3. Let $d \leqslant 3$ and $1 \leqslant p \leqslant 4 / d$. Then the function

$$
f(u)=\frac{N(\tau)-\mathcal{I}}{\tau} u
$$

satisfies

$$
\begin{equation*}
\left\|\partial_{t}(f(u))\right\|_{L^{q_{0}^{\prime}}\left(I, L_{0}^{\left.r_{0}^{\prime}\left(\mathbb{R}^{d}\right)\right)}\right.} \leqslant|I|^{1-d p / 4}\|u\|_{W^{1, q_{0}\left(I, L^{r}\left(\mathbb{R}^{d}\right)\right)}}^{p+1} \tag{4.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\partial_{x x}(f(u))\right\|_{\left.L^{q_{0}^{\prime}\left(I, L^{\prime}\right.}\left(\mathbb{R}^{d}\right)\right)} \leqslant|I|^{1-d p / 4}\|u\|_{L^{q_{0}\left(I, W^{2, r_{0}}\left(\mathbb{R}^{d}\right)\right)}}^{p+1}\left(1+\tau\|u\|_{L^{\infty}\left(0, T, H^{2}\left(\mathbb{R}^{d}\right)\right)}^{p-1}\right) . \tag{4.8}
\end{equation*}
$$

Proof. The first inequality follows from Hölder's inequality in time variable and the following inequality

$$
\left|\partial_{t}(f(u))\right| \leqslant C|u|^{p}\left|\partial_{t} u\right| .
$$

For the second one, after an elementary calculus we get

$$
\begin{aligned}
\left|\partial_{x x}(f(u))\right| & \leqslant C\left(\left|u_{x x}\right||u|^{p}+\left|u_{x}\right|^{2}|u|^{p-1}+\tau\left|u_{x}\right|^{2}|u|^{2(p-1)}\right) \\
& \leqslant C\left(\left|u_{x x}\right||u|^{p}+\left|u_{x}\right|^{2}|u|^{p-1}\right)+\tau\|u\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}^{p-1}\left|u_{x}\right|^{2}|u|^{(p-1)} .
\end{aligned}
$$

Thus

$$
\begin{aligned}
\left\|\partial_{x x}(f(u))\right\|_{\left.L^{q_{0}^{\prime}\left(I, L^{\prime}\right.}\left(\mathbb{R}^{d}\right)\right)} & \leqslant|I|^{1-d p / 4}\left(\|u\|_{L^{q_{0}\left(I, W^{2, r_{0}}\left(\mathbb{R}^{d}\right)\right)}}^{p+1}+\tau\|u\|_{L^{\infty}\left(I \times \mathbb{R}^{d}\right)}^{p-1}\|u\|_{L^{q_{0}\left(I, W^{1, r_{0}}\left(\mathbb{R}^{d}\right)\right)}}^{p+1}\right) \\
& \leqslant|I|^{1-d p / 4}\|u\|_{L^{q_{0}}\left(I, W^{\left.2, r_{0}\left(\mathbb{R}^{d}\right)\right)}\right.}^{p+1}\left(1+\tau\|u\|_{L^{\infty}\left(I, H^{2}\left(\mathbb{R}^{d}\right)\right)}^{p-1}\right),
\end{aligned}
$$

since $H^{2}\left(\mathbb{R}^{d}\right) \hookrightarrow L^{\infty}\left(\mathbb{R}^{d}\right)$ for $d \leqslant 3$.
Lemma 4.4. Let $s>0$ and $r \in(1, \infty)$. Then

$$
\begin{equation*}
\left\|\Pi_{\tau} v-v\right\|_{L^{r}\left(\mathbb{R}^{d}\right)} \leqslant \tau^{s / 2}\left\|(-\Delta)^{s / 2} v\right\|_{L^{r}\left(\mathbb{R}^{d}\right)} \tag{4.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\Pi_{\tau} v\right\|_{L^{r}\left(\mathbb{R}^{d}\right)} \leqslant\|v\|_{L^{r}\left(\mathbb{R}^{d}\right)} . \tag{4.10}
\end{equation*}
$$

Proof. Using that

$$
\left(\Pi_{\tau} v\right)(x)=\left(\Pi_{1}\left(v\left(\tau^{1 / 2} \cdot\right)\right)\right)\left(\tau^{-1 / 2} x\right)
$$

the proof is reduced to the case $\tau=1$. To prove (4.9) it is sufficient to show that the operator $T$ defined by $\widehat{T v}(\xi)=m_{s}(\xi) \widehat{v}(\xi)$ with $m_{s}(\xi)=|\xi|^{-s} \mathbf{1}_{\{|\xi|>1\}}(\xi)$ is continuous from $L^{r}\left(\mathbb{R}^{d}\right)$ to $L^{r}\left(\mathbb{R}^{d}\right)$. Since $1<r<\infty$, inequality (4.9) follows from [5, Theorem 5.2 .2, p. 356]. In the case of inequality (4.10) we apply the same argument to the multiplier $m(\xi)=\mathbf{1}_{\{|\xi|<1\}}(\xi)$.

Lemma 4.5. For any admissible pairs $(q, r)$ and $(\tilde{q}, \tilde{r})$ the operator $\Lambda$ defined by

$$
\Lambda f(n \tau)=\int_{s<n \tau} S_{\tau}(n \tau-s) f(s) d t
$$

satisfies

$$
\begin{equation*}
\|\Lambda f\|_{l^{q}\left(\tau \mathbb{Z}, L^{r}\left(\mathbb{R}^{d}\right)\right)} \leqslant C(d, q, \tilde{q})\|f\|_{L^{q^{\prime}}\left(\mathbb{R}, L^{\prime}\left(\mathbb{R}^{d}\right)\right)} \tag{4.11}
\end{equation*}
$$

Remark 4.1. Choosing in (4.11) functions $f$ supported in some interval $I$ we get

$$
\begin{equation*}
\|\Lambda f(n \tau)\|_{l^{q}\left(n \tau \in I, L^{r}\left(\mathbb{R}^{d}\right)\right)} \leqslant\|\Lambda f\|_{l^{q}\left(\tau \mathbb{Z}, L^{r}\left(\mathbb{R}^{d}\right)\right)} \leqslant C(d, q, \tilde{q})\|f\|_{L^{\tilde{q}^{\prime}}\left(I, L^{\prime}\left(\mathbb{R}^{d}\right)\right)} . \tag{4.12}
\end{equation*}
$$

Proof of Lemma 4.5. We consider the linear operator $\tilde{\Lambda}$ defined by

$$
\tilde{\Lambda} f(n \tau)=\int_{-\infty}^{\infty} S_{\tau}(n \tau-s) f(s) d s=S_{\tau}(n \tau) \int_{-\infty}^{\infty} S_{\tau}(s)^{*} f(s) d s
$$

We now use the argument of Christ and Kiselev (see [3, Theorem 1.1]) which reduces estimate (4.11) on $\Lambda$ to the one on the operator $\tilde{\Lambda}$ :

$$
\begin{equation*}
\|\tilde{\Lambda} f\|_{l q\left(\tau \mathbb{Z}, L^{r}\left(\mathbb{R}^{d}\right)\right)} \leqslant C(d, q, \tilde{q})\|f\|_{L^{q^{\prime}}\left(\tau \mathbb{Z}, L^{\prime}\left(\mathbb{R}^{d}\right)\right)} \tag{4.13}
\end{equation*}
$$

Using the discrete-time estimate (2.6) on the operator $S_{\tau}$ we obtain

$$
\begin{equation*}
\|\tilde{\Lambda} f(n)\|_{l^{q}\left(\tau \mathbb{Z}, L^{r}\left(\mathbb{R}^{d}\right)\right)} \leqslant C(d, q)\left\|\int_{-\infty}^{\infty} S_{\tau}(t)^{*} f(t) d t\right\|_{L^{2}\left(\mathbb{R}^{d}\right)} \tag{4.14}
\end{equation*}
$$

Applying the continuous in time estimate (2.4) we get

$$
\left\|\int_{-\infty}^{\infty} S_{\tau}(t)^{*} f(t)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)} \leqslant C(d, \tilde{q})\|f\|_{L^{q^{\prime}}\left(\mathbb{R}, L^{\prime}\left(\mathbb{R}^{d}\right)\right)}
$$

which proves (4.13) and finishes the proof.
Lemma 4.6. Let $T$ be defined by

$$
T \eta(n \tau, \cdot)=\int_{s<n \tau} S_{\tau}(n \tau-s) \eta(s)-\tau \sum_{k=-\infty}^{n-1} S_{\tau}(n \tau-k \tau) \eta(k \tau)
$$

For any ( $q, r$ ) and $(\tilde{q}, \tilde{r})$ admissible pairs the following holds

$$
\|T \eta\|_{l q\left(\tau \mathbb{Z}, L^{r}(\mathbb{R})\right)} \leqslant \tau C(d, q, \tilde{q})\left(\left\|\eta_{x x}\right\|_{L^{q^{\prime}}\left(\mathbb{R}, L^{\prime}\left(\mathbb{R}^{d}\right)\right)}+\left\|\eta_{t}\right\|_{L \tilde{q}^{\prime}\left(\mathbb{R}, L^{\prime}\left(\mathbb{R}^{d}\right)\right)}\right)
$$

Remark 4.2. In particular, for any admissible pair ( $q, r$ ) we obtain that

$$
\|T \eta\|_{l^{q}\left(|n| \tau \leqslant T, L^{r}(\mathbb{R})\right)} \leqslant \tau C(d, q, \tilde{q}) T\left(\|\eta\|_{L^{\infty}\left(|n| \tau \leqslant T, H^{2}\left(\mathbb{R}^{d}\right)\right)}+\left\|\eta_{t}\right\|_{L^{\infty}\left(|n| \tau \leqslant T, L^{2}\left(\mathbb{R}^{d}\right)\right)}\right) .
$$

This is a consequence of the previous estimate with $(\tilde{q}, \tilde{r})=(\infty, 2)$.
Proof of Lemma 4.6. We write $T \eta$ as follows

$$
\begin{aligned}
T \eta(n \tau) & =\sum_{k=-\infty}^{n-1} \int_{k \tau}^{(k+1) \tau}\left[S_{\tau}(n \tau-s) \eta(s)-S_{\tau}(n \tau-k \tau) \eta(k \tau)\right] d s \\
& =\sum_{k=-\infty}^{n-1} \int_{k \tau}^{(k+1) \tau} \int_{k \tau}^{s} \frac{d}{d t}\left(S_{\tau}(n \tau-t) \eta(t)\right) d t d s \\
& =\sum_{k=-\infty}^{n-1} \int_{k \tau}^{(k+1) \tau} \int_{k \tau}^{s}\left[-i S_{\tau}(n \tau-t) \eta_{x x}(t)+S_{\tau}(n \tau-t) \eta_{t}(t)\right] d t d s
\end{aligned}
$$

$$
\begin{aligned}
& =\sum_{k=-\infty}^{n-1} \int_{k \tau}^{(k+1) \tau} \int_{t}^{(k+1) \tau}\left[-i S_{\tau}(n \tau-t) \eta_{x x}(t)+S_{\tau}(n \tau-t) \eta_{t}(t)\right] d s d t \\
& =\sum_{k=-\infty}^{n-1} \int_{k \tau}^{(k+1) \tau}[(k+1) \tau-t] S_{\tau}(n \tau-t)\left(-i \eta_{x x}(t)+\eta_{t}(t)\right) d t \\
& =\sum_{k=-\infty}^{n-1} \int_{k \tau}^{(k+1) \tau} S_{\tau}(n \tau-t)[(k+1) \tau-t]\left(-i \eta_{x x}(t)+\eta_{t}(t)\right) d t .
\end{aligned}
$$

With $\Lambda$ as in Lemma 4.5 we write

$$
T \eta=\Lambda\left(-i \eta_{1}\right)+\Lambda\left(\eta_{2}\right)
$$

where

$$
\eta_{1}(t)=\sum_{k \in \mathbb{Z}}[(k+1) \tau-t] \eta_{x x}(t) \mathbf{1}_{(k \tau,(k+1) \tau)}(t)
$$

and

$$
\eta_{2}(t)=\sum_{k \in \mathbb{Z}}[(k+1) \tau-t] \eta_{t}(t) \mathbf{1}_{(k \tau,(k+1) \tau)}(t) .
$$

Using Lemma 4.5 we obtain

$$
\begin{aligned}
\|T \eta\|_{q^{q}\left(\tau \mathbb{Z}, L^{r}\left(\mathbb{R}^{d}\right)\right)} & \leqslant C(d, q, \tilde{q})\left(\left\|\eta_{1}\right\|_{L^{q^{\prime}}\left(\mathbb{R}, L^{r^{\prime}}\left(\mathbb{R}^{d}\right)\right)}+\left\|\eta_{2}\right\|_{L \tilde{q}^{\prime}\left(\mathbb{R}, L^{\prime}\left(\mathbb{R}^{d}\right)\right)}\right) \\
& \leqslant C(d, q, \tilde{q}) \tau\left(\left\|\eta_{x x}\right\|_{L^{q^{\prime}}\left(\mathbb{R}, L^{\prime}\left(\mathbb{R}^{d}\right)\right)}+\left\|\eta_{t}\right\|_{L^{\prime}\left(\mathbb{R}, L^{\prime}\left(\mathbb{R}^{d}\right)\right)}\right),
\end{aligned}
$$

which finishes the proof.

Lemma 4.7. Let $s>0,0 \leqslant p \leqslant 4 / d$ and ( $q, r$ ) an admissible pair. Then

$$
R_{\tau}(n \tau)=\int_{0}^{n \tau} S_{\tau}(n \tau-s)\left(\frac{N(\tau)-\mathcal{I}}{\tau} \Pi_{\tau} v(s)-\frac{N(\tau)-\mathcal{I}}{\tau} v(s)\right) d s
$$

satisfies

$$
\begin{equation*}
\left\|R_{\tau} v\right\|_{l_{\left(I, L^{r}\left(\mathbb{R}^{d}\right)\right)}} \leqslant C(d, q, p) \tau^{s / 2}|I|^{1-d p / 4}\|v\|_{L^{q_{0}}\left(I, W^{\left.s, r_{0}\left(\mathbb{R}^{d}\right)\right)}\right.}^{p+1} . \tag{4.15}
\end{equation*}
$$

Proof. We use estimate (4.12) and Lemma 4.2 to obtain

$$
\begin{aligned}
& \left\|R_{\tau} v\right\|_{l_{\left(I, L^{r}\left(\mathbb{R}^{d}\right)\right)}} \\
& \leqslant C(d, q, p)\left\|\left(\frac{N(\tau)-I}{\tau} \Pi_{\tau} v-\frac{N(\tau)-I}{\tau} v\right)\right\|_{L^{q_{0}^{\prime}\left(I, L^{r_{0}^{\prime}}\left(\mathbb{R}^{d}\right)\right)}} \\
& \quad \leqslant C(d, q, p)|I|^{1-d p / 4}\left(\left\|\Pi_{\tau} v\right\|_{L^{q_{0}}\left(I, L^{r_{0}}\left(\mathbb{R}^{d}\right)\right)}^{p}+\|v\|_{L^{q_{0}\left(I, L^{r_{0}}\left(\mathbb{R}^{d}\right)\right)}}^{p}\right)\left\|\Pi_{\tau} v-v\right\|_{L^{q_{0}\left(I, L^{r_{0}}\left(\mathbb{R}^{d} d\right)\right)}} .
\end{aligned}
$$

Estimates (4.9) and (4.10) give us

$$
\begin{aligned}
\left\|R_{\tau} v\right\|_{L^{q}\left(I, L^{r}\left(\mathbb{R}^{d}\right)\right)} & \leqslant \tau^{s / 2} C(d, q, p)|I|^{1-d p / 4}\|v\|_{L^{q_{0}\left(I, L^{r_{0}}\left(\mathbb{R}^{d}\right)\right)}}^{p}\left\|(-\Delta)^{s / 2} v\right\|_{L^{q_{0}\left(I, L^{r_{0}}\left(\mathbb{R}^{d}\right)\right)}} \\
& \leqslant \tau^{s / 2} C(d, q, p)|I|^{1-d p / 4}\|v\|_{L^{q_{0}}\left(I, W^{s, r_{0}}\left(\mathbb{R}^{d}\right)\right)}^{p+1}
\end{aligned}
$$

which finishes the proof.

## 5. Error estimates

In this section we prove the main result of this paper, namely Theorem 1.2. Using Theorem 3.3 it is sufficient to estimate the difference between $Z_{\tau}$ and $v$ in the $L^{2}\left(\mathbb{R}^{d}\right)$-norm. This is done in the following theorem.

Theorem 5.1. Let $p \in[1,4 / d)$ and $\varphi \in H^{2}\left(\mathbb{R}^{d}\right)$. Then for any $T>0$ the following holds

$$
\begin{equation*}
\|Z-v\|_{L^{\infty}\left(0, T, L^{2}\left(\mathbb{R}^{d}\right)\right)} \leqslant \tau C\left(T, d, p,\|v\|_{T}\right) . \tag{5.1}
\end{equation*}
$$

Proof. Using that

$$
\left\|v-\Pi_{\tau} v\right\|_{L^{\infty}\left(0, T, L^{2}\left(\mathbb{R}^{d}\right)\right)} \leqslant\left\|v-\Pi_{\tau} v\right\|_{L^{\infty}\left(0, T, L^{2}\left(\mathbb{R}^{d}\right)\right)} \leqslant \tau\|v\|_{L^{\infty}\left(0, T, H^{2}\left(\mathbb{R}^{d}\right)\right)} \leqslant \tau\|v\|_{T}
$$

it is sufficient to estimate the difference between $Z$ and $\Pi_{\tau} v$ in the $L^{2}\left(\mathbb{R}^{d}\right)$-norm.
We write $Z$ and $\Pi_{\tau} v$ as follows

$$
Z_{\tau}(n \tau)=S_{\tau}(n \tau) \varphi+\tau \sum_{k=0}^{n-1} S_{\tau}(n \tau-k \tau) \frac{N(\tau)-I}{\tau} Z_{\tau}(k \tau), \quad n \geqslant 1
$$

and

$$
\begin{aligned}
\Pi_{\tau} v(t) & =S_{\tau}(t) \varphi+\int_{0}^{t} S_{\tau}(t-s) \frac{N(\tau)-I}{\tau} v(s) d s \\
& =S_{\tau}(t) \varphi+\int_{0}^{t} S_{\tau}(t-s) \frac{N(\tau)-I}{\tau} \Pi_{\tau} v(s) d s+R_{\tau} v(t)
\end{aligned}
$$

where

$$
\begin{equation*}
R_{\tau} v(t)=\int_{0}^{t} S_{\tau}(t-s)\left(\frac{N(\tau)-I}{\tau} \Pi_{\tau} v(s)-\frac{N(\tau)-I}{\tau} v(s)\right) d s \tag{5.2}
\end{equation*}
$$

In order to proceed we need the following estimate on $\Pi_{\tau} v$ which we will prove later.
Lemma 5.1. Let $(q, r)$ be an admissible pair. There exist $T_{1}=T_{1}\left(d, q, p,\|\varphi\|_{L^{2}\left(\mathbb{R}^{d}\right)}\right)$ and a constant $C(q, p)$ such that

$$
\left\|\Pi_{\tau} v\right\|_{q^{( }\left(, L^{r}\left(\mathbb{R}^{d}\right)\right)} \leqslant C(q, p)\|\varphi\|_{L^{2}\left(\mathbb{R}^{d}\right)}
$$

holds for all intervals $|I| \leqslant T_{1}$.
To simplify the presentation we get rid of all the constants which depend by $p, q$ and $d$.
Step I. Local error estimate. Let $T>0$ and $(q, r) \in\left\{\left(q_{0}, r_{0}\right),(\infty, 2)\right\}$. We make use of the Strichartz estimate (2.8), Lemma 4.6 and Lemma 4.7 to obtain

$$
\begin{aligned}
\| Z_{\tau} & -\Pi_{\tau} v \|_{l^{q}\left(0, T ; L^{r}\left(\mathbb{R}^{d}\right)\right)} \\
\leqslant & \left\|\tau \sum_{k=0}^{n-1} S_{\tau}(n \tau-k \tau)\left(\frac{N(\tau)-I}{\tau} Z_{\tau}(k \tau)-\frac{N(\tau)-I}{\tau} \Pi_{\tau} v(k \tau)\right)\right\|_{l_{\left(0, T ; L^{r}\left(\mathbb{R}^{d}\right)\right)}} \\
& +\left\|\tau \sum_{k=0}^{n-1} S_{\tau}(n \tau-k \tau) \frac{N(\tau)-I}{\tau} \Pi_{\tau} v(k \tau)-\int_{0}^{t} S_{\tau}(t-s) \frac{N(\tau)-I}{\tau} \Pi_{\tau} v(s) d s\right\|_{q_{\left(0, T ; L^{r}\left(\mathbb{R}^{d}\right)\right)}} \\
& +\left\|R_{\tau} v\right\|_{l^{q}\left(0, T ; L^{r}\left(\mathbb{R}^{d}\right)\right)} \\
\leqslant & \left\|\frac{N(\tau)-I}{\tau} Z_{\tau}-\frac{N(\tau)-I}{\tau} \Pi_{\tau} v\right\|_{l^{q_{0}^{\prime}}\left(0, T ; L^{r_{0}^{\prime}}\left(\mathbb{R}^{d}\right)\right)} \\
& +\tau\left\|\frac{N(\tau)-I}{\tau} \Pi_{\tau} v\right\|_{L^{q_{0}\left(0, T, W^{2, r_{0}}\left(\mathbb{R}^{d}\right)\right)}}+\tau\left\|\frac{N(\tau)-I}{\tau} \Pi_{\tau} v\right\|_{\left.W^{1, q_{0}\left(0, T, L^{r} 0\right.}\left(\mathbb{R}^{d}\right)\right)} \\
& +C(I) \tau\|v\|_{L^{q_{0}\left(0, T ; W^{2, r_{0}}\left(\mathbb{R}^{d}\right)\right)}}^{p+1}
\end{aligned}
$$

We now estimate the first two terms in the last inequality. Lemma 4.2 gives us that

$$
\begin{aligned}
& \left\|\frac{N(\tau)-I}{\tau} Z_{\tau}-\frac{N(\tau)-I}{\tau} \Pi_{\tau} v\right\|_{q_{0}^{o_{0}}\left(0, T ; L^{L_{0}^{\prime}}\left(\mathbb{R}^{d}\right)\right)} \\
& \quad \leqslant T^{1-d p / 4}\left\|Z_{\tau}-\Pi_{\tau} v\right\|_{q_{0}\left(0, T ; L^{L_{0}}\left(\mathbb{R}^{d}\right)\right)}\left(\left\|Z_{\tau}\right\|_{q_{0\left(0, T ; L^{r}\left(\mathbb{R}^{d}\right)\right)}^{p}}^{p}+\left\|\Pi_{\tau} v\right\|_{q_{0}\left(0, T ; L^{\left.r_{0}\left(\mathbb{R}^{d}\right)\right)}\right.}^{p}\right)
\end{aligned}
$$

The estimates on $Z_{\tau}$ and $\Pi_{\tau} v$ obtained in Theorem 1.1 and Lemma 5.1 give us the existence of a time $T_{0}=T_{0}\left(\|\varphi\|_{L^{2}\left(\mathbb{R}^{d}\right)}\right)$ such that for all intervals $I$ with $|I|<T_{0}$ the following hold

$$
\begin{equation*}
\left\|Z_{\tau}\right\|_{q_{0}\left(I ; L^{\left.r_{0}\left(\mathbb{R}^{d}\right)\right)}\right.} \leqslant\|\varphi\|_{L^{2}\left(\mathbb{R}^{d}\right)}, \quad\left\|\Pi_{\tau} v\right\|_{l^{q_{0}^{\prime}}\left(I ; L^{r_{0}^{\prime}}\left(\mathbb{R}^{d}\right)\right)} \leqslant\|\varphi\|_{L^{2}\left(\mathbb{R}^{d}\right)} . \tag{5.3}
\end{equation*}
$$

Thus

$$
\begin{align*}
& \left\|\frac{N(\tau)-I}{\tau} Z_{\tau}-\frac{N(\tau)-I}{\tau} \Pi_{\tau} v\right\|_{l^{q_{0}^{\prime}}\left(0, T ; L^{\prime_{0}^{\prime}}\left(\mathbb{R}^{d}\right)\right)} \\
& \quad \leqslant T^{1-d p / 4}\left\|Z_{\tau}-\Pi_{\tau} v\right\|_{l_{0}\left(0, T ; L^{\left.r_{0}\left(\mathbb{R}^{d}\right)\right)}\right.}\|\varphi\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{p} . \tag{5.4}
\end{align*}
$$

Applying Lemma 4.3 and estimate (4.10) of Lemma 4.4 we obtain

$$
\begin{equation*}
\left\|\frac{N(\tau)-I}{\tau} \Pi_{\tau} v\right\|_{L^{q_{0}\left(0, T, W^{\left.2, r_{0}\left(\mathbb{R}^{d}\right)\right)}\right.}}+\left\|\frac{N(\tau)-I}{\tau} \Pi_{\tau} v\right\|_{W^{1, q_{0}\left(0, T, L^{\left.r_{0}\left(\mathbb{R}^{d}\right)\right)}\right.}} \leqslant C\left(T,\|v\|_{T}\right) \tag{5.5}
\end{equation*}
$$

Using estimates (5.4) and (5.5) we get

$$
\begin{align*}
\left\|Z_{\tau}-\Pi_{\tau} v\right\|_{l^{q}\left(0, T ; L^{r}\left(\mathbb{R}^{d}\right)\right)} \leqslant & T^{1-d p / 4}\left\|Z_{\tau}-\Pi_{\tau} v\right\|_{l_{0}\left(0, T ; L^{\left.r_{0}\left(\mathbb{R}^{d}\right)\right)}\right.}\|\varphi\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{p} \\
& +\tau C\left(T,\|v\|_{T}\right) \tag{5.6}
\end{align*}
$$

We now choose $T_{1}<T_{0}$ with $T_{1} \in \tau \mathbb{Z}$ such that $T_{1}^{1-d p / 4}\|\varphi\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{p}<1 / 4$. We emphasize that $T_{1}$ depends only on the size of the $L^{2}\left(\mathbb{R}^{d}\right)$-norm of $\varphi$ and is independent of the size of $\tau$.

Using inequality (5.6) with $(q, r) \in\left\{(\infty, 2),\left(q_{0}, r_{0}\right)\right\}$ we obtain that

$$
\left\|Z_{\tau}-\Pi_{\tau} v\right\|_{l^{\infty}\left(0, T_{1} ; L^{2}\left(\mathbb{R}^{d}\right)\right)}+\left\|Z_{\tau}-\Pi_{\tau} v\right\|_{l_{0}\left(0, T_{1} ; L^{\left.r_{0}\left(\mathbb{R}^{d}\right)\right)}\right.} \leqslant \tau C\left(T_{1},\|v\|_{T_{1}}\right)
$$

Step II. Global error estimate. Using that $v$ satisfies (1.15) we have for any positive $T$ and $t$ that $v$ verifies the following integral equation

$$
\Pi_{\tau} v(T+t)=S_{\tau}(t) v(T)+\int_{0}^{t} S_{\tau}(t-s) \frac{\exp \left(i \tau|v|^{p}\right)-1}{\tau} \Pi_{\tau} v(T+s) d s+R_{\tau}(T+t)
$$

Also, for any positive integers $N$ and $n, Z_{\tau}$ satisfies

$$
Z_{\tau}((N+n) \tau)=\left(S_{\tau}(\tau) N(\tau)\right)^{N+n} Z(N \tau)
$$

and consequently

$$
Z_{\tau}(N \tau+n \tau)=S_{\tau}(n \tau) Z_{\tau}(N \tau)+\tau \sum_{k=0}^{n-1} S_{\tau}(n \tau-k \tau) \frac{N(\tau)-I}{\tau} Z_{\tau}(N \tau+k \tau), \quad n \geqslant 1
$$

We apply the same argument as in Step I on any interval on $I_{k}=\left[k T_{1},(k+1) T_{1}\right]$ with the same admissible pairs $(q, r) \in\left\{(\infty, 2),\left(q_{0}, r_{0}\right)\right\}$ :

$$
\begin{aligned}
& \left\|Z_{\tau}-\Pi_{\tau} v\right\|_{l^{q}\left(I_{k} ; L^{r}\left(\mathbb{R}^{d}\right)\right)} \\
& \leqslant \\
& \quad\left\|S_{\tau}\left(Z_{\tau}\left(k T_{1}\right)-\Pi_{\tau} v\left(k T_{0}\right)\right)\right\|_{l^{q}\left(0, T_{1} ; L^{r}\left(\mathbb{R}^{d}\right)\right)}+\left\|\frac{N(\tau)-I}{\tau} Z_{\tau}-\frac{N(\tau)-I}{\tau} \Pi_{\tau} v\right\|_{l^{\tilde{q}_{0}^{\prime}}\left(I_{k} ; L^{r_{0}^{\prime}}\left(\mathbb{R}^{d}\right)\right)} \\
& \quad+\tau\left\|\frac{N(\tau)-I}{\tau} \Pi_{\tau} v\right\|_{L_{\left(I_{k}, W^{2, r}\left(\mathbb{R}^{d}\right)\right)}+\tau\left\|\frac{N(\tau)-I}{\tau} \Pi_{\tau} v\right\|_{W^{1, q}\left(I_{k}, L^{r}\left(\mathbb{R}^{d}\right)\right)} .}
\end{aligned}
$$

Let us denote

$$
\operatorname{err}_{k}=\left\|Z_{\tau}-\Pi_{\tau} v\right\|_{l^{\infty}\left(I_{k}, L^{2}\left(\mathbb{R}^{d}\right)\right)}+\left\|Z_{\tau}-\Pi_{\tau} v\right\|_{q_{0}\left(I_{k}, L^{r_{0}}\left(\mathbb{R}^{d}\right)\right)} .
$$

Using estimates (2.6) and (5.6) we obtain

$$
\begin{aligned}
& \left\|Z_{\tau}-\Pi_{\tau} v\right\|_{\left.l_{\left(I_{k} ;\right.} ; L^{r}\left(\mathbb{R}^{d}\right)\right)} \\
& \leqslant
\end{aligned} \quad\left\|Z\left(k T_{1}\right)-\Pi_{\tau} v\left(k T_{1}\right)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}+\tau C\left(T_{1},\| \| v \|_{I_{k}}\right) .
$$

Summing the above inequality for the two pairs $(q, r) \in\left\{(\infty, 2),\left(q_{0}, r_{0}\right)\right\}$ we obtain that

$$
\operatorname{err}_{k} \leqslant 4\left(\operatorname{err}_{k-1}+\tau C\left(T_{1},\|v\|_{I_{k}}\right)\right), \quad k \geqslant 1 .
$$

Moreover, by Step I, erro $\leqslant \tau$. These imply that

$$
\operatorname{err}_{k} \leqslant \tau c\left(k T_{1},\|v\|_{k T_{1}}\right), \quad \text { for all } k \geqslant 1 .
$$

This means that for any interval $(0, T)$ the following holds

$$
\left\|Z-\Pi_{\tau} v\right\|_{l^{\infty}\left(0, T, L^{2}\left(\mathbb{R}^{d}\right)\right)} \leqslant \tau C\left(T,\|v v\|_{T}\right) .
$$

The proof is now finished.
Proof of Lemma 5.1. By Theorem 3.2 we know the existence of a $T_{0}=T_{0}\left(d, p, q,\|\varphi\|_{L^{2}\left(\mathbb{R}^{d}\right)}\right)$ such that

$$
\|v\|_{L^{q}\left(I, L^{r}\left(\mathbb{R}^{d}\right)\right)} \leqslant C(q, p)\|\varphi\|_{L^{2}\left(\mathbb{R}^{d}\right)}
$$

holds for all intervals $I$ with $|I| \leqslant T_{0}$.
We use that for any $T$ and $t$ positive $\Pi_{\tau} v$ satisfies

$$
\Pi_{\tau} v(T+t)=S_{\tau}(t) v(T)+\int_{0}^{t} S_{\tau}(t-s) \frac{N(\tau)-I}{\tau} v(T+s) d s
$$

We apply Theorem 2.1 and Lemma 4.5 to obtain

$$
\left\|\Pi_{\tau} v\right\|_{l q\left(T, T+T_{1}, L^{r}\left(\mathbb{R}^{d}\right)\right)} \leqslant c(d, q)\|v(T)\|_{L^{2}\left(\mathbb{R}^{d}\right)}+c(d, p, q)\left\|\frac{N(\tau)-I}{\tau} v\right\|_{L^{q_{0}^{\prime}}\left(T, T+T_{1}, L^{r_{0}^{\prime}}\left(\mathbb{R}^{d}\right)\right)}
$$

Lemma 4.1 and Lemma 4.2 give now

$$
\left\|\Pi_{\tau} v\right\|_{l_{\left(T, T+T_{1}, L^{\prime}\left(\mathbb{R}^{d}\right)\right)} \leqslant c(d, q)\|\varphi\|_{L^{2}\left(\mathbb{R}^{d}\right)}+c(d, p, q) T_{1}^{1-d p / 4}\|v\|_{L^{q_{0}^{\prime}}\left(T, T+T_{1}, L^{\prime} 0\right.}^{p+1}}^{r_{\left.\left.\mathbb{R}^{d}\right)\right)}}
$$

Thus, for any interval $I=\left(T, T+T_{1}\right)$ with $T_{1}<T_{0}$ we get

$$
\begin{aligned}
\left\|\Pi_{\tau} v\right\|_{l_{\left(I, L^{r}\left(\mathbb{R}^{d}\right)\right)}} & \leqslant c(d, q)\|\varphi\|_{L^{2}\left(\mathbb{R}^{d}\right)}+c(d, p, q) T_{1}^{1-d p / 4}\left(C(d, q)\|\varphi\|_{L^{2}\left(\mathbb{R}^{d}\right)}\right)^{p+1} \\
& \leqslant 2 c(d, q)\|\varphi\|_{L^{2}\left(\mathbb{R}^{d}\right)}
\end{aligned}
$$

provided that

$$
c(d, p, q) T_{1}^{1-p / 4}\left(C(d, q)\|\varphi\|_{L^{2}\left(\mathbb{R}^{d}\right)}\right)^{p+1} \leqslant c(d, q)\|\varphi\|_{L^{2}\left(\mathbb{R}^{d}\right)} .
$$

The lemma is now proved.
We now prove Theorem 1.2.
Proof of Theorem 1.2. Using the previous results of Theorem 5.1 and Theorem 3.3 we obtain

$$
\max _{0 \leqslant n \tau \leqslant T}\left\|Z_{\tau}(n \tau)-v(n \tau)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)} \leqslant \tau C\left(T,\|v\|_{T}\right)
$$

and

$$
\max _{0 \leqslant n \tau \leqslant T}\|u(n \tau)-v(n \tau)\|_{L^{2}\left(\mathbb{R}^{d}\right)} \leqslant \tau C\left(T,\|u\|_{T}\right) .
$$

This implies that

$$
\max _{0 \leqslant n \tau \leqslant T}\left\|Z_{\tau}(n \tau)-u(n \tau)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)} \leqslant \tau C\left(T,\|v\|_{T},\|u\|_{T}\right) \leqslant \tau C\left(T,\|\varphi\|_{H^{2}\left(\mathbb{R}^{d}\right)}\right)
$$

The proof is now finished.

## Acknowledgments

Parts of this paper have been developed during author's visit to BCAM - Basque Center for Applied Mathematics under the Visiting Fellow program. The author thanks Enrique Zuazua for guidance and fruitful discussions.

This paper has been supported by the grant "Qualitative properties of the partial differential equations and their numerical approximations" PN II-RU-TE 4/2010 of CNCSIS-UEFISCSU Romania.

## References

[1] C. Besse, B. Bidégaray, S. Descombes, Order estimates in time of splitting methods for the nonlinear Schrödinger equation, SIAM J. Numer. Anal. 40 (1) (2002) 26-40.
[2] T. Cazenave, Semilinear Schrödinger Equations, Courant Lect. Notes Math., vol. 10, Amer. Math. Soc./Courant Institute of Mathematical Sciences, Providence, RI/York New, NY, 2003, p. xiii.
[3] M. Christ, A. Kiselev, Maximal functions associated to filtrations, J. Funct. Anal. 179 (2) (2001) 409-425.
[4] M. Fröhlich, Exponentielle Integrationsverfahren für die Schrödinger-Poisson-Gleichun, Doctoral thesis, Univ. Tübingen, 2004.
[5] L. Grafakos, Classical and Modern Fourier Analysis, Pearson Education/Prentice Hall, Upper Saddle River, NJ, 2004.
[6] L.I. Ignat, Fully discrete schemes for the Schrödinger equation. Dispersive properties, Math. Models Methods Appl. Sci. 17 (4) (2007) 567-591.
[7] L.I. Ignat, E. Zuazua, A two-grid approximation scheme for nonlinear Schrödinger equations: dispersive properties and convergence, C. R. Acad. Sci. Paris, Ser. I 341 (6) (2005) 381-386.
[8] L.I. Ignat, E. Zuazua, Dispersive properties of a viscous numerical scheme for the Schrödinger equation, C. R. Acad. Sci. Paris, Ser. I 340 (7) (2005) 529-534.
[9] L.I. Ignat, E. Zuazua, Numerical dispersive schemes for the nonlinear Schrödinger equation, SIAM J. Numer. Anal. 47 (2) (2009) 1366-1390.
[10] M. Keel, T. Tao, Endpoint Strichartz estimates, Amer. J. Math. 120 (5) (1998) 955-980.
[11] C. Lubich, On splitting methods for Schrödinger-Poisson and cubic nonlinear Schrödinger equations, Math. Comp. 77 (264) (2008) 2141-2153.
[12] M. Nixon, The discretized generalized Korteweg-de Vries equation with fourth order nonlinearity, J. Comput. Anal. Appl. 5 (4) (2003) 369-397.
[13] C.D. Sogge, Fourier Integrals in Classical Analysis, Cambridge Tracts in Math., vol. 105, Cambridge University Press, Cambridge, 1993.
[14] E.M. Stein, S. Wainger, Discrete analogues in harmonic analysis. II. Fractional integration, J. Anal. Math. 80 (2000) 335-355.
[15] R.S. Strichartz, Restrictions of Fourier transforms to quadratic surfaces and decay of solutions of wave equations, Duke Math. J. 44 (1977) 705-714.
[16] Y. Tsutsumi, $L^{2}$-solutions for nonlinear Schrödinger equations and nonlinear groups, Funkcial. Ekvac. 30 (1987) 115-125.


[^0]:    * Address for correspondence: Institute of Mathematics "Simion Stoilow" of the Romanian Academy, P.O. Box 1-764, RO014700 Bucharest, Romania.

    E-mail address: liviu.ignat@gmail.com.
    URL: http://www.imar.ro/~lignat.

