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#### Abstract

For locally convex, nilpotent Lie algebras we construct faithful representations by nilpotent operators on a suitable locally convex space. In the special case of nilpotent Banach-Lie algebras we get norm continuous representations by bounded operators on Banach spaces.
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## 1 Introduction

The aim of this short note is to provide an affirmative answer to a question raised in the seminal paper by K.-H. Neeb [13, page 440, Problems VII. 2 and VIII. 6 (b)], regarding suitable versions of Birkhoff's embedding theorem in infinite dimensions. In particular, we prove that every nilpotent Banach-Lie algebra has a bounded faithful representation by nilpotent operators on a suitable Banach space; see Corollary 2.14 below.

In order to put this result in a proper perspective, we recall a few classical facts:

- Every finite-dimensional nilpotent Lie algebra can be realized as a Lie algebra of nilpotent matrices, by Birkhoff's embedding theorem; see [4].
- In a more general situation, every finite-dimensional Lie algebra can be faithfully represented by matrices, by Ado's theorem; see [1].
- The above statement of Ado's theorem cannot be directly extended to the Banach category, by replacing the finite-dimensional vector spaces by Banach spaces. In fact, it has been long known that there exist Banach-Lie algebras that cannot be faithfully represented by Banach space operators; see [8] and also [13, page 438, Remark VIII.7] for a broader discussion.

[^0]Besides this old open problem concerning the extension of Ado's theorem to infinite dimensions, there also exists a current interest in questions regarding the finite-dimensional situation. Thus, one has been interested in finding good estimates for the size of the matrices that have to be used in order to realize a given nilpotent Lie algebra; see $[6,7,10]$, and the references therein. Among the various methods developed in [6], the second one is in some sense related to the setting of the present paper, inasmuch as the dual of the universal enveloping algebra of any Lie algebra is closely related to the space of polynomial functions on that Lie algebra. Our point here is to provide an analytic version of that method which is eventually applicable to some (infinite-dimensional) topological Lie algebras, namely to locally convex, nilpotent Lie algebras ([11,13]).

The main result of our paper is Theorem 2.13 and provides faithful representations for algebras of this type by nilpotent operators, and for the corresponding locally convex Lie groups by unipotent operators. In the special case of BanachLie algebras, we get in Corollary 2.14 bounded representations.

We conclude the introduction by pointing out that the aforementioned corollary provides a partial solution to a more general problem which was raised in [15] and is still open in its full generality: A quasinilpotent Banach-Lie algebra is a Banach-Lie algebra $\mathfrak{g}$ with the property that for every $x \in \mathfrak{g}$ the bounded linear operator $\operatorname{ad}_{\mathfrak{g}} x: g \rightarrow g$ is quasinilpotent, in the sense that its spectrum is equal to $\{0\}$ or equivalently $\lim _{n \rightarrow \infty}\left\|\left(\operatorname{ad}_{\mathfrak{g}} x\right)^{n}\right\|^{1 / n}=0$, where the operator norm is computed with respect to any norm which defines the topology of g . With this terminology, it was asked in [15, Question 2] whether every quasinilpotent Banach-Lie algebra admits a faithful continuous representation on some Banach space. It is clear that if a Banach-Lie algebra is nilpotent then it is also quasinilpotent, hence Corollary 2.14 in the present paper solves in the affirmative the above question in the special case of the nilpotent Banach-Lie algebras.

## 2 Main results

Notation 2.1. We will work in the following setting:

- Unless otherwise stated, $g$ is a Hausdorff, locally convex, nilpotent Lie algebra over $\mathbb{K} \in\{\mathbb{R}, \mathbb{C}\}$ with the nilpotency index denoted by $N+1$, where $N \in \mathbb{N}$. Thus, if we define $\mathfrak{g}^{(1)}=\mathfrak{g}$ and $\mathfrak{g}^{(j)}:=\left[\mathfrak{g}, \mathfrak{g}^{(j-1)}\right]$ for $j \geq 1$, then we have $\mathfrak{g}^{(N)} \neq\{0\}=\mathfrak{g}^{(N+1)}$.
- $G=(\mathfrak{g}, *)$ is the corresponding simply connected, locally convex, nilpotent Lie group, whose group operation $*$ is defined by the Baker-Campbell-Hausdorff formula on $\mathfrak{g}$ (see [13, Example IV 1.6.6]). Note that in this case there exists a smooth exponential mapping, which is in fact the identity. Therefore
we use the same letters to denote elements from $g$ and $G$, and use the notation $G$ only when it is useful to emphasize the group structure.
- We denote by $\bigodot(\mathfrak{g}, \mathbb{K})$ the space of $\mathbb{K}$-valued continuous functions on $\mathfrak{g}$ endowed with the topology of uniform convergence on the bounded sets, and by

$$
\lambda: G \rightarrow \operatorname{End}(\mathcal{C}(\mathfrak{g}, \mathbb{K})), \quad(\lambda(x) \phi)(y)=\phi((-x) * y)
$$

the corresponding left-regular representation of $G$. If $\phi \in \mathscr{C}(\mathfrak{g}, \mathbb{K}), x, y \in \mathfrak{g}$, then we define

$$
\begin{equation*}
(\mathrm{d} \lambda(x) \phi)(y):=\lim _{t \rightarrow 0} \frac{\phi((-t x) * y)-\phi(y)}{t} \tag{2.1}
\end{equation*}
$$

whenever the above limit exists. (Compare [3, Definition 2.1].)

- For every locally convex space $y$ over $\mathbb{C}$ and every integer $m \geq 0$ we denote by $\mathcal{P}_{m}(\mathfrak{g}, \mathscr{Y})$ the linear space of $\mathscr{Y}$-valued, continuous polynomial functions of degree $\leq m$ on $\mathfrak{g}$ and by $\mathscr{P}^{m}(\mathfrak{g}, \mathscr{Y})$ its subspace consisting of the homogeneous polynomial functions of degree $m$ (see [5]). We endow $\mathcal{P}_{m}(\mathfrak{g}, \mathcal{Y})$ with the topology of uniform convergence on the bounded sets. We have a topological direct sum decomposition

$$
\begin{equation*}
\mathcal{P}_{m}(\mathrm{~g}, \mathcal{Y})=\mathcal{P}^{0}(\mathrm{~g}, \mathcal{y}) \dot{+} \mathscr{P}^{1}(\mathrm{~g}, \mathcal{Y}) \dot{+} \cdots \dot{+} \mathscr{P}^{m}(\mathrm{~g}, \mathcal{Y}), \tag{2.2}
\end{equation*}
$$

and then it easily follows by [5, Theorem A, Theorem 2] that $\mathcal{P}_{m}(\mathfrak{g}, \mathscr{Y})$ is a closed subspace of $\mathscr{C}(\mathfrak{g}, \mathbb{K})$.

Remark 2.2. Assume here that $\mathfrak{g}$ is a Banach-Lie algebra and let $m \in \mathbb{N}$. The space $\mathscr{P}^{m}(\mathfrak{g}, \mathbb{K})$ is a Banach space and one norm defining its topology can be described as follows. For $\phi \in \mathcal{P}^{m}(\mathfrak{g}, \mathbb{K})$ we denote by $\tilde{\phi}: \mathfrak{g} \times \cdots \times \mathfrak{g} \rightarrow \mathbb{K}$ the symmetric $m$-linear bounded functional satisfying $\phi(x)=\tilde{\phi}(x, \ldots, x)$ for every $x \in \mathfrak{g}$. Then we set $\|\phi\|_{\mathcal{P}^{m}(\mathfrak{g}, \mathbb{K})}:=\|\tilde{\phi}\|$. (See [5, Proposition 1].) Here we use the norm

$$
\|\tilde{\phi}\|=\sup \left\{\left|\tilde{\phi}\left(x_{1}, \ldots, x_{m}\right)\right| \mid x_{1}, \ldots, x_{m} \in \mathfrak{g},\left\|x_{j}\right\| \leq 1, j=1, \ldots, m\right\}
$$

The norm $\|\cdot\|_{\mathcal{P}^{m}(\mathrm{~g}, \mathbb{K})}$ is equivalent (see [5, Proposition 1]) to the norm

$$
\phi \mapsto \sup _{\|x\| \leq 1}|\phi(x)| .
$$

We have the following formula for the directional derivatives:

$$
(\forall x, y \in \mathfrak{g}) \quad \phi_{y}^{\prime}(x)=m \widetilde{\phi}(x, y, \ldots, y)
$$

and this implies that the estimate

$$
\left|\phi_{y}^{\prime}(x)\right| \leq m\|x\| \cdot\|y\|^{m-1}\|\phi\|_{\mathcal{P}^{m}(\mathfrak{g}, \mathbb{K})}
$$

for every $x, y \in g$.
Remark 2.3. It is not clear in general that if $\phi \in \mathscr{C}(\mathfrak{g}, \mathbb{K})$, then the mapping $G \rightarrow \mathscr{C}(\mathfrak{g}, \mathbb{K}), x \mapsto \lambda(x) \phi$ is continuous. However, it is easily checked that this is the case if $g$ is finite-dimensional or if it is a Banach-Lie algebra and

$$
\phi \in \bigcup_{m \geq 0} \mathcal{P}_{m}(\mathfrak{g}, \mathbb{K}) .
$$

It then follows by [14, Proposition 5.1] that if $\mathcal{V}$ is a closed subspace of $\mathcal{P}_{m}(\mathfrak{g}, \mathbb{K})$ for some $m \geq 0$ (hence $\mathcal{V}$ is a Banach space) such that $\lambda(G) \mathcal{V} \subseteq \mathcal{V}$, then the mapping

$$
G \times \mathcal{V} \rightarrow \mathcal{V}, \quad(x, \phi) \mapsto \lambda(x) \phi
$$

is continuous. As we will see by Corollary 2.14 below, the representation of $G$ on $\mathcal{V}$ defined by $\lambda$ is actually norm-continuous.

Lemma 2.4. If $m \in \mathbb{N}, \Phi \subseteq \mathcal{P}_{m}(\mathfrak{g}, \mathbb{K})$, and we denote

$$
\mathcal{V}_{\Phi}:=\overline{\operatorname{span}}(\lambda(G) \Phi)
$$

then $\mathcal{V}_{\Phi}$ is an invariant subspace for the regular representation $\lambda$ and moreover we have $\mathcal{V}_{\Phi} \subseteq \mathcal{P}_{m N}(\mathfrak{g}, \mathbb{K})$.

Proof. Since $\lambda$ is a group representation, it follows at once that $\mathcal{V}_{\phi}$ is an invariant subspace. Furthermore, let $x \in \mathfrak{g}$ arbitrary and define

$$
L_{x}: \mathfrak{g} \rightarrow \mathfrak{g}, \quad L_{x}(y)=(-x) * y .
$$

Since $\mathfrak{g}$ is an $(N+1)$-step nilpotent Lie algebra, it follows that $L_{x} \in \mathcal{P}_{N}(\mathfrak{g}, \mathfrak{g})$, and then for $\phi \in \mathcal{P}_{m}(\mathfrak{g}, \mathbb{K})$ we get $\lambda(x) \phi=\phi \circ L_{x} \in \mathcal{P}_{m N}(\mathrm{~g}, \mathbb{K})$ by [5, Proposition 2, Corollary 1, page 63]. Thus $\lambda(G) \Phi \subseteq \mathcal{P}_{m N}(\mathfrak{g}, \mathbb{K})$. Since $\mathcal{P}_{m N}(\mathfrak{g}, \mathbb{K})$ is a closed subspace of $\mathcal{C}(\mathfrak{g}, \mathbb{K})$, we get $\mathcal{V}_{\Phi} \subseteq \mathscr{P}_{m N}(\mathfrak{g}, \mathbb{K})$, which concludes the proof.

Remark 2.5. If $\operatorname{dim} g=n<\infty$, then it follows by Lemma 2.4 that every polynomial function on $g$ is a finite vector for the regular representation $\lambda$, in the sense that it generates a finite-dimensional cyclic subspace. Even more precisely, if $\phi \in \mathcal{P}_{m}(\mathrm{~g}, \mathbb{K})$ and $\Phi:=\{\phi\}$, then

$$
\operatorname{dim} \mathcal{V}_{\Phi} \leq \operatorname{dim} \mathcal{P}_{m N}(\mathfrak{g}, \mathbb{K})=\frac{(m N+n)!}{n!(m N)!}
$$

We recall how the latter formula is obtained: The linear space of real polynomial functions in $n$ variables of degree at most $m N$ is naturally isomorphic (by using homogeneous coordinates) to the space of real homogeneous polynomial functions in $n+1$ variables of degree precisely $m N$, and the dimension of the latter space is $\frac{(m N+n)!}{n!(m N)!}$; see for instance [12, Theorem 1.7.5].

From the point of view of the question we address here, the drawback of the above estimate on $\operatorname{dim} \mathcal{V}_{\Phi}$ is that it depends on the dimension of g . Lemmas 2.6, $2.7,2.10$ and 2.11 below are aimed to fix this problem.

The following observation is well known, and the simple proof is included for the sake of completeness. We will need this result below in Lemma 2.7, in order to get a uniform estimate for the dimension of the subalgebra generated by a finite subset of a nilpotent Lie algebra.

Lemma 2.6. Let $\mathfrak{m}$ be an arbitrary Lie algebra over $\mathbb{K}$ and denote by $\mathfrak{m}_{S}$ the Lie subalgebra generated by some subset $S \subseteq \mathfrak{m}$. Then

$$
\mathfrak{m}_{S}=\operatorname{span}_{\mathbb{K}}\left(S \cup\left\{\left(\operatorname{ad}_{\mathfrak{m}} v_{r}\right) \cdots\left(\operatorname{ad}_{\mathfrak{m}} v_{1}\right) w \mid v_{1}, \ldots, v_{r}, w \in S, r=1,2, \ldots\right\}\right)
$$

Proof. Let us denote the right-hand side by $\mathfrak{h}$. We have $S \subseteq \mathfrak{h}$ and it is clear that if some subalgebra of $\mathfrak{m}$ contains $S$, then it also contains $\mathfrak{h}$.

Therefore, the proof will be completed as soon as we have proved that $\mathfrak{h}$ is a subalgebra of $\mathfrak{m}$. Since $\mathfrak{h}$ is by definition a linear subspace of $\mathfrak{m}$, we are left with checking that for every $x \in \mathfrak{h}$ we have $[x, \mathfrak{h}] \subseteq \mathfrak{h}$. To this end let us consider the normalizer of $\mathfrak{h}$ in $\mathfrak{m}$, that is, $\mathcal{N}_{\mathfrak{m}}(\mathfrak{h}):=\{x \in \mathfrak{m} \mid[x, \mathfrak{h}] \subseteq \mathfrak{m}\}$. By using the Jacobi identity under the form

$$
\begin{equation*}
(\forall x, y \in \mathfrak{m}) \quad \operatorname{ad}_{\mathfrak{m}}([x, y])=\left[\operatorname{ad}_{\mathfrak{m}} x, \operatorname{ad}_{\mathfrak{m}} y\right]=\left(\operatorname{ad}_{\mathfrak{m}} x\right)\left(\operatorname{ad}_{\mathfrak{m}} y\right)-\left(\operatorname{ad}_{\mathfrak{m}} y\right)\left(\operatorname{ad}_{\mathfrak{m}} x\right) \tag{2.3}
\end{equation*}
$$

and the fact that $\mathfrak{h}$ is a linear subspace, it follows that if $x, y \in \mathcal{N}_{\mathfrak{m}}(\mathfrak{h})$, then

$$
\operatorname{ad}_{\mathfrak{w}}([x, y]) \mathfrak{h} \subseteq \mathfrak{h},
$$

hence $[x, y] \in \mathcal{N}_{\mathfrak{m}}(\mathfrak{h})$. Therefore $\mathcal{N}_{\mathfrak{m}}(\mathfrak{h})$ is a subalgebra of $\mathfrak{m}$. On the other hand, it follows by the definition of $\mathfrak{h}$ that for every $x \in S$ we have $[x, \mathfrak{h}] \subseteq \mathfrak{h}$, hence the subalgebra $\mathcal{N}_{\mathfrak{m}}(\mathfrak{h})$ contains $S$. Then $\mathcal{N}_{\mathfrak{m}}(\mathfrak{h}) \supseteq \mathfrak{h}$ by the remark at the very beginning of the proof. By the definition of $\mathcal{N}_{\mathfrak{m}}(\mathfrak{h})$ we then get $[\mathfrak{h}, \mathfrak{h}] \subseteq \mathfrak{h}$, hence $\mathfrak{h}$ is a subalgebra of $\mathfrak{m}$, and this completes the proof.

Lemma 2.7. If $q \geq 1$, then the subalgebra $\mathfrak{g}_{x_{1}, \ldots, x_{q}}$ generated by any elements $x_{1}, \ldots, x_{q} \in \mathfrak{g}$ is finite dimensional and we have an estimate depending only on
$N$ and q, namely

$$
\operatorname{dim}_{\mathbb{K}}\left(g_{x_{1}, \ldots, x_{q}}\right) \leq \sum_{r=0}^{N-1} q^{r+1}
$$

Proof. We may assume that we have distinct elements $x_{1}, \ldots, x_{q} \in \mathfrak{g}$, so that we have a subset with $q$ elements $S=\left\{x_{1}, \ldots, x_{q}\right\} \subseteq g$. By using the fact that $\mathrm{g}^{(N+1)}=\{0\}$ we get by Lemma 2.6

$$
\begin{array}{r}
\mathfrak{g}_{x_{1}, \ldots, x_{q}}=\operatorname{span}_{\mathbb{K}}\left(S \cup \left\{\left(\operatorname{ad}_{\mathfrak{m}} v_{r}\right) \cdots\left(\operatorname{ad}_{\mathfrak{m}} v_{1}\right) w \mid\right.\right. \\
v_{1}, \ldots, v_{r}, w \in S, \\
1 \leq r \leq N-1\}) .
\end{array}
$$

Thus $\mathfrak{g}_{x_{1}, \ldots, x_{q}}$ is linearly generated by a set containing at most $\sum_{r=0}^{N-1} q^{r+1}$ elements, hence we get the required estimate.

Remark 2.8. We record the following fact for later use. If $x_{0}, x_{1}, \ldots, x_{q} \in g$, $\alpha_{1}, \ldots, \alpha_{q} \in \mathbb{N}$, and $\psi \in \mathcal{C}^{\infty}(\mathfrak{g}, \mathbb{K})$, the value $\left(\left(\mathrm{d} \lambda\left(x_{1}\right)\right)^{\alpha_{1}} \cdots\left(\mathrm{~d} \lambda\left(x_{q}\right)\right)^{\alpha_{q}} \psi\right)\left(x_{0}\right)$ depends only on the values of $\psi$ on the finite-dimensional subalgebra $\mathfrak{g}_{x_{0}, x_{1}, \ldots, x_{q}}$ (see Lemma 2.7). This is a direct consequence of the definition (2.1).

Notation 2.9. We denote by $\mathbb{N}^{(\mathbb{N})}$ the set of all sequences $\alpha=\left(\alpha_{0}, \alpha_{1}, \ldots\right)$ consisting of nonnegative integers such that there exists $k_{\alpha} \in \mathbb{N}$ with the property $\alpha_{j}=0$ if $j>k_{\alpha}$. If $\alpha \in \mathbb{N}^{(\mathbb{N})}$, then for any sequence $x_{0}, x_{1}, \ldots \in \mathfrak{g}$ and any $y \in \mathfrak{g}$ we denote

$$
\left(\operatorname{ad}_{\mathfrak{g}} x_{0}\right)^{\alpha_{0}}\left(\operatorname{ad}_{\mathfrak{g}} x_{1}\right)^{\alpha_{1}} \cdots y:=\left(\operatorname{ad}_{\mathfrak{g}} x_{0}\right)^{\alpha_{0}}\left(\operatorname{ad}_{\mathfrak{g}} x_{1}\right)^{\alpha_{1}} \cdots\left(\operatorname{ad}_{\mathfrak{g}} x_{k}\right)^{\alpha_{k}} y
$$

for any $k>k_{\alpha}$, where $\left(\operatorname{ad}_{\mathfrak{g}} x\right)^{0}:=\operatorname{id}_{\mathfrak{g}}$ for every $x \in \mathfrak{g}$, and $k_{\alpha} \in \mathbb{N}$ is as above.
Moreover, for every $\alpha=\left(\alpha_{0}, \alpha_{1}, \ldots\right) \in \mathbb{N}^{(\mathbb{N})}$ we denote $|\alpha|=\sum_{k \geq 0} \alpha_{k}$.
Lemma 2.10. Let $\phi \in \mathrm{g}^{*}$ and $x_{0} \in \mathrm{~g}$. For all $\alpha, \beta \in \mathbb{N}^{(\mathbb{N})}$ define

$$
p_{\alpha \beta}: \mathfrak{g} \rightarrow \mathbb{K}, \quad p_{\alpha \beta}(y)=\phi\left(\left(\operatorname{ad}_{\mathfrak{g}} x_{0}\right)^{\alpha_{0}}\left(\operatorname{ad}_{\mathfrak{g}} y\right)^{\beta_{0}}\left(\operatorname{ad}_{\mathfrak{g}} x_{0}\right)^{\alpha_{1}}\left(\operatorname{ad}_{\mathfrak{g}} y\right)^{\beta_{1}} \cdots y\right)
$$

If we denote $\mathcal{V}=\operatorname{span}_{\mathbb{K}}\left(\left\{p_{\alpha \beta} \mid \alpha, \beta \in \mathbb{N}^{(\mathbb{N})}\right\} \cup\{\mathbf{1}\}\right)$, then
(i) $\operatorname{dim}_{\mathbb{K}} \mathcal{V} \leq 2^{N-1}+1$,
(ii) for all $\alpha, \beta \in \mathbb{N}^{(\mathbb{N})}$ we have

$$
\mathrm{d} \lambda\left(x_{0}\right)\left(p_{\alpha \beta}\right) \in \operatorname{span}_{\mathbb{K}}\left(\left\{p_{\gamma \delta} \mid(\gamma, \delta) \in I_{\alpha \beta}\right\} \cup\{\mathbf{1}\}\right)
$$

where $I_{\alpha \beta}$ denotes the set of all pairs $(\gamma, \delta) \in \mathbb{N}^{(\mathbb{N})} \times \mathbb{N}^{(\mathbb{N})}$ satisfying either $|\gamma|+|\delta|>|\alpha|+|\beta|$, or $|\gamma|+|\delta|=|\alpha|+|\beta|$ and $|\gamma|>|\alpha|$,
(iii) $\mathrm{d} \lambda\left(x_{0}\right) \mathcal{V} \subseteq \mathcal{V}$ and $\left(\mathrm{d} \lambda\left(x_{0}\right)\right)^{2^{N-1}+1}=0$ on $\mathcal{V}$.

Proof. (i) It suffices to show that for at most $2^{N-1}$ pairs $(\alpha, \beta) \in \mathbb{N}^{(\mathbb{N})} \times \mathbb{N}^{(\mathbb{N})}$ we have $p_{\alpha \beta} \neq 0$. For any such pair we must have

$$
|\alpha|+|\beta| \leq N-1
$$

since $\mathfrak{g}^{(N+1)}=\{0\}$. Moreover, if we define $k:=\max \left\{j \in \mathbb{N} \mid \beta_{j} \geq 1\right\}$, then $\alpha_{k+1} \geq 1$. For every $r \in\{0, \ldots, N-1\}$, it is then easily seen that the set

$$
\left\{(\alpha, \beta) \in \mathbb{N}^{(\mathbb{N})} \times \mathbb{N}^{(\mathbb{N})}| | \alpha\left|+|\beta|=r \quad \text { and } \quad p_{\alpha \beta} \neq 0\right\}\right.
$$

has at most $\max \left\{1,2^{r-1}\right\}$ elements. In fact, if $(\alpha, \beta)$ belongs to the above set, then $p_{\alpha \beta}(y)=\phi\left(\left(T_{1}(y) \cdots T_{r}(y)\right) y\right)$ where each of $T_{1}(y), \ldots, T_{r}(y)$ is either $\operatorname{ad}_{\mathfrak{g}} x_{0}$ or $\operatorname{ad}_{\mathrm{g}} y$, and moreover $T_{r}(y) \neq \operatorname{ad}_{\mathrm{g}} y$, and there are $\max \left\{1,2^{r-1}\right\}$ such possible choices. Consequently there exist at most $1+1+2+\cdots+2^{N-2}=2^{N-1}$ pairs $(\alpha, \beta) \in \mathbb{N}^{(\mathbb{N})} \times \mathbb{N}^{(\mathbb{N})}$ with $p_{\alpha \beta} \neq 0$.
(ii) For every $y \in \mathfrak{g}$ we define

$$
R_{y}: \mathfrak{g} \rightarrow \mathrm{g}, \quad z \mapsto z * y .
$$

Then for every $\psi \in \mathcal{C}^{\infty}(\mathfrak{g}, \mathbb{K})$ and $y \in \mathfrak{g}$ we have

$$
\left(\mathrm{d} \lambda\left(x_{0}\right) \psi\right)(y)=\left(\psi \circ R_{y}\right)_{0}^{\prime}\left(-x_{0}\right)=-\psi_{y}^{\prime}\left(\left(R_{y}\right)_{0}^{\prime} x_{0}\right)
$$

It then follows by the Baker-Campbell-Hausdorff formula that there exist some universal constants $c_{0}, \ldots, c_{N} \in \mathbb{Q}$ such that

$$
\begin{equation*}
\left(\forall \psi \in \bigodot^{\infty}(\mathfrak{g}, \mathbb{K})\right)(\forall y \in \mathfrak{g}) \quad\left(\mathrm{d} \lambda\left(x_{0}\right) \psi\right)(y)=\sum_{j=0}^{N} c_{j} \psi_{y}^{\prime}\left(\left(\operatorname{ad}_{\mathfrak{g}} y\right)^{j} x_{0}\right) \tag{2.4}
\end{equation*}
$$

If $\alpha=\beta=0$, that is, for $p_{\alpha \beta}=\phi$, it follows by the above formula that for all $y \in \mathfrak{g}$ we have

$$
\begin{aligned}
\left(\mathrm{d} \lambda\left(x_{0}\right) \phi\right)(y) & =\sum_{j=0}^{N} c_{j} \phi\left(\left(\operatorname{ad}_{\mathrm{g}} y\right)^{j} x_{0}\right) \\
& =c_{0} \phi\left(x_{0}\right)-\sum_{j=1}^{N} c_{j} \phi\left(\left(\operatorname{ad}_{\mathrm{g}} y\right)^{j-1}\left(\operatorname{ad}_{\mathfrak{g}} x_{0}\right) y\right)
\end{aligned}
$$

hence $\mathrm{d} \lambda\left(x_{0}\right) \phi$ is a linear combination of a constant function and of elements in the set $\left\{p_{\gamma \delta}| | \gamma \mid=1\right\}$. Thus the assertion holds true for $\alpha=\beta=0$.

Now let $\alpha, \beta \in \mathbb{N}^{(\mathbb{N})}$ with $|\alpha|+|\beta| \geq 1$ and $p_{\alpha \beta} \neq 0$. Then we may assume that there exist $\varepsilon \in\{ \pm 1\}$ and $k \in \mathbb{N}$ such that $\beta_{0}, \alpha_{1}, \beta_{1}, \ldots, \alpha_{k}, \beta_{k} \geq 1, \alpha_{i}=$ $\beta_{i}=0$ for $i \geq k+1$, and

$$
(\forall y \in \mathfrak{g}) \quad p_{\alpha \beta}(y)=\varepsilon \phi\left(\left(\operatorname{ad}_{\mathfrak{g}} x_{0}\right)^{\alpha_{0}}\left(\operatorname{ad}_{\mathfrak{g}} y\right)^{\beta_{0}} \cdots\left(\operatorname{ad}_{\mathfrak{g}} x_{0}\right)^{\alpha_{k}}\left(\operatorname{ad}_{\mathfrak{g}} y\right)^{\beta_{k}} x_{0}\right)
$$

(since we have $\left(\operatorname{ad}_{\mathfrak{g}} x_{0}\right)^{q} y=-\left(\operatorname{ad}_{\mathfrak{g}} x_{0}\right)^{q-1}\left(\operatorname{ad}_{\mathfrak{g}} y\right) x_{0}$ if $q \geq 1$, which was already used above). Then for all $y, z \in \mathfrak{g}$ we have

$$
\begin{gathered}
\left(p_{\alpha \beta}\right)_{y}^{\prime}(z)=\sum_{i=0}^{k} \sum_{l=0}^{\beta_{i}-1} \varepsilon \\
\varepsilon \phi\left(\left(\operatorname{ad}_{\mathfrak{g}} x_{0}\right)^{\alpha_{0}}\left(\operatorname{ad}_{\mathfrak{g}} y\right)^{\beta_{0}} \cdots\left(\operatorname{ad}_{\mathfrak{g}} y\right)^{l}\left(\operatorname{ad}_{\mathfrak{g}} z\right)\left(\operatorname{ad}_{\mathfrak{g}} y\right)^{\beta_{i}-l-1}\right. \\
\left.\times \cdots \times\left(\operatorname{ad}_{\mathfrak{g}} x_{0}\right)^{\alpha_{k}}\left(\operatorname{ad}_{\mathfrak{g}} y\right)^{\beta_{k}} x_{0}\right)
\end{gathered}
$$

Therefore, by using (2.4), we get

$$
\begin{aligned}
\left(\mathrm{d} \lambda\left(x_{0}\right)\left(p_{\alpha \beta}\right)\right)(y)=\sum_{j=0}^{N} \sum_{i=0}^{k} & \sum_{l=0}^{\beta_{i}-1} c_{j} \varepsilon \phi\left(\left(\operatorname{ad}_{\mathfrak{g}} x_{0}\right)^{\alpha_{0}}\left(\operatorname{ad}_{\mathfrak{g}} y\right)^{\beta_{0}}\right. \\
& \times \cdots \times\left(\operatorname{ad}_{\mathfrak{g}} y\right)^{l}\left(\operatorname{ad}_{\mathfrak{g}}\left(\left(\operatorname{ad}_{\mathfrak{g}} y\right)^{j} x_{0}\right)\right)\left(\operatorname{ad}_{\mathfrak{g}} y\right)^{\beta_{i}-l-1} \\
& \left.\times \cdots \times\left(\operatorname{ad}_{\mathfrak{g}} x_{0}\right)^{\alpha_{k}}\left(\operatorname{ad}_{\mathfrak{g}} y\right)^{\beta_{k}} x_{0}\right)
\end{aligned}
$$

On the other hand, by using the Jacobi identity (2.3), we see that for every $j \in \mathbb{N}$ and $s \in\{0, \ldots, j\}$ there exists $a_{j s} \in \mathbb{Z}$ such that

$$
\begin{aligned}
\operatorname{ad}_{\mathfrak{g}}\left(\left(\operatorname{ad}_{\mathfrak{g}} y\right)^{j} x_{0}\right) & =\underbrace{\left[\operatorname{ad}_{\mathfrak{g}} y, \ldots,\left[\operatorname{ad}_{\mathfrak{g}} y\right.\right.}_{j \text { times }}, \operatorname{ad}_{\mathfrak{g}} x_{0}] \cdots] \\
& =\sum_{s=0}^{j} a_{j s}\left(\operatorname{ad}_{\mathfrak{g}} y\right)^{s}\left(\operatorname{ad}_{\mathfrak{g}} x_{0}\right)\left(\operatorname{ad}_{\mathfrak{g}} y\right)^{j-s} .
\end{aligned}
$$

This equality along with the above formula for $\mathrm{d} \lambda\left(x_{0}\right)\left(p_{\alpha \beta}\right)$ show that this function is a linear combination of the following polynomial functions of $y \in \mathfrak{g}$, for $0 \leq j \leq N, 0 \leq i \leq k, 0 \leq l \leq \beta_{i}-1$, and $0 \leq s \leq j$,

$$
\begin{gathered}
\phi\left(\left(\operatorname{ad}_{\mathfrak{g}} x_{0}\right)^{\alpha_{0}}\left(\operatorname{ad}_{\mathfrak{g}} y\right)^{\beta_{0}} \cdots\left(\operatorname{ad}_{\mathfrak{g}} x_{0}\right)^{\alpha_{i}}\left(\operatorname{ad}_{\mathfrak{g}} y\right)^{l+s}\left(\operatorname{ad}_{\mathfrak{g}} x_{0}\right)\left(\operatorname{ad}_{\mathfrak{g}} y\right)^{j-s+\beta_{i}-l-1}\right. \\
\left.\times \cdots \times\left(\operatorname{ad}_{\mathfrak{g}} x_{0}\right)^{\alpha_{k}}\left(\operatorname{ad}_{\mathfrak{g}} y\right)^{\beta_{k}} x_{0}\right)
\end{gathered}
$$

that is,

$$
\begin{gathered}
-\phi\left(\left(\operatorname{ad}_{\mathfrak{g}} x_{0}\right)^{\alpha_{0}}\left(\operatorname{ad}_{\mathfrak{g}} y\right)^{\beta_{0}} \cdots\left(\operatorname{ad}_{\mathfrak{g}} x_{0}\right)^{\alpha_{i}}\left(\operatorname{ad}_{\mathfrak{g}} y\right)^{l+s}\left(\operatorname{ad}_{\mathfrak{g}} x_{0}\right)\left(\operatorname{ad}_{\mathfrak{g}} y\right)^{j-s+\beta_{i}-l-1}\right. \\
\left.\times \cdots \times\left(\operatorname{ad}_{\mathfrak{g}} x_{0}\right)^{\alpha_{k}}\left(\operatorname{ad}_{\mathfrak{g}} y\right)^{\beta_{k}-1}\left(\operatorname{ad}_{\mathfrak{g}} x_{0}\right) y\right)
\end{gathered}
$$

The above polynomial function is equal to $-p_{\gamma \delta}$, where $|\gamma|=|\alpha|+2$ and $|\gamma|+$ $|\delta|=|\alpha|+|\beta|+j$. Hence the assertion follows.
(iii) We have already noted in the above proof of assertion (i) that

$$
\sup \left\{|\gamma|+|\delta| \mid \gamma, \delta \in \mathbb{N}^{(\mathbb{N})} \text { and } p_{\gamma \delta} \neq 0\right\}(\leq N-1)<\infty
$$

hence also

$$
\sup \left\{|\gamma| \mid \gamma \in \mathbb{N}^{(\mathbb{N})} \text { and there exists } \delta \in \mathbb{N}^{(\mathbb{N})} \text { with } p_{\gamma \delta} \neq 0\right\}(\leq N-1)<\infty
$$

As a direct consequence of assertion (ii), we then see that for every $\alpha, \beta \in \mathbb{N}^{(\mathbb{N})}$ we have, besides $\mathrm{d} \lambda\left(x_{0}\right)\left(p_{\alpha \beta}\right) \in \mathcal{V}$, also $\left(\mathrm{d} \lambda\left(x_{0}\right)\right)^{m}\left(p_{\alpha \beta}\right)=0$ for sufficiently large $m \geq 1$. Then $\mathrm{d} \lambda\left(x_{0}\right) \mathcal{V} \subseteq \mathcal{V}$ and, since $\operatorname{dim}_{\mathbb{K}} \mathcal{V} \leq 2^{N-1}+1$ by assertion (i), we also get $\left(\mathrm{d} \lambda\left(x_{0}\right)\right)^{2^{N-1}+1}=0$ on $\mathcal{V}$. This completes the proof.

Lemma 2.11. If $x_{0} \in \mathfrak{g}$, then for every $m \geq 0$ and $\phi \in \mathscr{P}_{m}(\mathfrak{g}, \mathbb{K})$ we have

$$
\left(\mathrm{d} \lambda\left(x_{0}\right)\right)^{2^{N-1} m+1} \phi=0
$$

Proof. We have to prove that for every $y \in \mathfrak{g}$ we have

$$
\left(\left(\mathrm{d} \lambda\left(x_{0}\right)\right)^{2^{N-1} m+1} \phi\right)(y)=0
$$

By using Remark 2.8, we easily see that it suffices to obtain the conclusion under the additional assumption $\operatorname{dim} \mathrm{g}<\infty$. Moreover, we may assume that $\phi$ is a homogeneous polynomial (of degree $m$ ). Then for every $\alpha \in \mathbb{N}^{(\mathbb{N})}$ with $|\alpha|=m$ there exist $\phi_{\alpha, 1}, \ldots, \phi_{\alpha, m} \in \mathrm{~g}^{*}$ such that

$$
\phi=\sum_{\substack{\left.\alpha \in \mathbb{N}^{(\mathbb{N}}\right) \\|\alpha|=m}} \phi_{\alpha, 1} \cdots \phi_{\alpha, m}
$$

Now denote $Q:=2^{N-1} m+1$. Since $\mathrm{d} \lambda\left(x_{0}\right): \bigodot^{\infty}(\mathfrak{g}, \mathbb{K}) \rightarrow \bigodot^{\infty}(\mathfrak{g}, \mathbb{K})$ is a derivation, we get

$$
\begin{aligned}
\left(\mathrm{d} \lambda\left(x_{0}\right)\right)^{Q} \phi= & \sum_{\substack{\alpha \in \mathbb{N}(\mathbb{N}) \\
|\alpha|=m}} \sum_{\substack{q_{1}, \ldots, q_{m} \in \mathbb{N} \\
q_{1}+\cdots+q_{m}=Q}} \frac{Q!}{q_{1}!\cdots q_{m}!} \\
& \times\left(\mathrm{d} \lambda\left(x_{0}\right)\right)^{q_{1}} \phi_{\alpha, 1} \cdots\left(\mathrm{~d} \lambda\left(x_{0}\right)\right)^{q_{m}} \phi_{\alpha, m}
\end{aligned}
$$

If $q_{1}, \ldots, q_{m} \in \mathbb{N}$ and $q_{1}+\cdots+q_{m}=Q>2^{N-1} m$, then there exists an index $i \in\{1, \ldots, m\}$ such that $q_{i}>2^{N-1}$, hence $\left(\mathrm{d} \lambda\left(x_{0}\right)\right)^{q_{i}} \phi_{\alpha, i}=0$ by Lemma 2.10. Then $\left(\mathrm{d} \lambda\left(x_{0}\right)\right)^{Q} \phi=0$, and this completes the proof.

Lemma 2.12. If $m \in \mathbb{N}$ and $\phi \in \mathcal{P}_{m}(\mathfrak{g}, \mathbb{K})$, then the mapping

$$
\mathfrak{g} \rightarrow \mathcal{P}_{m-1}(\mathfrak{g}, \mathbb{K}), \quad x \mapsto \mathrm{~d} \lambda(x) \phi
$$

is linear and for $x_{1}, x_{2} \in \mathfrak{g}$ we have

$$
\mathrm{d} \lambda\left(\left[x_{1}, x_{2}\right]\right) \phi=\mathrm{d} \lambda\left(x_{1}\right) \mathrm{d} \lambda\left(x_{2}\right) \phi-\mathrm{d} \lambda\left(x_{2}\right) \mathrm{d} \lambda\left(x_{1}\right) \phi .
$$

Proof. By using Remark 2.8 , it suffices to obtain the conclusion under the additional assumption $\operatorname{dim} g<\infty$. In this case we see that $\mathcal{V}_{\phi}:=\operatorname{span}(\lambda(G) \phi)$ is
a finite-dimensional invariant subspace for the regular representation $\lambda$, by using Remark 2.5. Let $\mathrm{d} \lambda_{0}: g \rightarrow \operatorname{End}\left(\mathcal{V}_{\phi}\right), x \mapsto \mathrm{~d} \lambda(x) \mid \mathcal{\nu}_{\phi}$, denote the corresponding finite-dimensional representation. Note that $\lambda_{0}: G \rightarrow \operatorname{End}\left(\mathcal{V}_{\phi}\right), x \mapsto \lambda(x) \mid \mathcal{V}_{\phi}$, is a finite-dimensional representation of the Lie group $G$, whose derived representation is just $\mathrm{d} \lambda_{0}: g \rightarrow \operatorname{End}\left(\mathcal{V}_{\phi}\right)$. Therefore, $\mathrm{d} \lambda_{0}$ is a homomorphism of Lie algebras, and we are done.

In the next statement we use a function space which is invariant to translations, and that appeared in [2] in the case of finite-dimensional nilpotent Lie groups. See also the proof of Birkhoff's embedding theorem provided in [9].

Theorem 2.13. If we define

$$
\mathscr{F}_{G}=\overline{\operatorname{span}}\left(\lambda(G) g^{*}\right)
$$

then the following assertions hold:
(i) The function space $\mathcal{F}_{G}$ is a closed linear subspace of $\mathcal{P}_{N}(\mathfrak{g}, \mathbb{K})$ which is invariant under the left regular representation and contains the constant functions.
(ii) The mapping $\lambda_{G}: G \rightarrow \operatorname{End}\left(\mathcal{F}_{G}\right),\left.x \mapsto \lambda(x)\right|_{\mathcal{F}_{G}}$, is a faithful smooth representation of the Lie group $G$. Moreover, for every $x \in G$ we have

$$
\left(\lambda_{G}(x)-\mathbf{1}\right)^{2^{N-1} N+1}=0
$$

(iii) The mapping $\mathrm{d} \lambda_{G}: g \rightarrow \operatorname{End}\left(\mathcal{F}_{G}\right),\left.x \mapsto \mathrm{~d} \lambda(x)\right|_{\mathcal{F}_{G}}$, is a faithful representation of the Lie algebra $\mathfrak{g}$ and for every $x \in \mathfrak{g}$ we have

$$
\mathrm{d} \lambda_{G}(x)^{2^{N-1} N+1}=0
$$

Proof. For assertion (i) note that $\mathfrak{g}^{*} \subseteq \mathcal{P}_{1}(\mathfrak{g}, \mathbb{K})$, hence it follows by Lemma 2.4 that $\mathscr{F}_{G} \subseteq \mathscr{P}_{N}(\mathfrak{g}, \mathbb{K})$ and $\mathscr{F}_{G}$ is invariant under the representation $\lambda$. Moreover, if $\jmath$ denotes the center of $\mathfrak{g}$ and we pick $v \in \jmath$ and $\xi \in \mathfrak{g}^{*}$, then $\lambda(v) \xi=-\xi(v) \mathbf{1}+\xi$. We thus see that the constant functions belong to $\mathcal{F}_{G}$.

We now prove assertions (ii)-(iii). Note that $\mathrm{d} \lambda_{G}$ is a homomorphism of Lie algebras by Lemma 2.12. The representation $\lambda_{G}$ is smooth (that is, its representation space consists only of smooth vectors) since every continuous polynomial function on $\mathfrak{g}$ has arbitrarily high Gâteaux derivatives (see for instance [5, Section 3]). Moreover, Lemma 2.11 shows that for every $x \in \mathfrak{g}$ we have

$$
\left(\mathrm{d} \lambda_{G}(x)\right)^{2^{N-1} N+1}=0 .
$$

By considering the Taylor expansion of the function $\mathbb{K} \mapsto \mathcal{F}_{G}, t \mapsto \lambda_{G}(t x) \phi$, for
arbitrary $\phi \in \mathscr{F}_{G}$, it then easily follows that

$$
\begin{equation*}
\lambda_{G}(x)=\mathrm{e}^{\mathrm{d} \lambda_{G}(x)} \in \operatorname{End}\left(\mathscr{F}_{G}\right) \tag{2.5}
\end{equation*}
$$

We then get $\left(\lambda_{G}(x)-\mathbf{1}\right)^{2^{N-1} N+1}=0$.
In order to prove that $\lambda_{G}$ is a faithful representation, it suffices to check that if $x_{0} \in G$ and $\lambda_{G}\left(x_{0}\right)=\mathbf{1} \in \operatorname{End}\left(\mathcal{F}_{G}\right)$, then $x_{0}=0 \in \mathfrak{g}$. In fact, since $\mathrm{g}^{*} \subseteq \mathcal{F}_{G}$, it follows that for every $\xi \in \mathrm{g}^{*}$ we have $\lambda_{G}\left(x_{0}\right) \xi=\xi$. By evaluating both sides of this equation at $0 \in \mathfrak{g}$ we get $\xi\left(x_{0}\right)=0$ for every $\xi \in \mathfrak{g}^{*}$. Since the locally convex space underlying $\mathfrak{g}$ is a Hausdorff space, it then follows by the Hahn-Banach Theorem that $x_{0}=0 \in \mathrm{~g}$.

Finally, since the smooth representation $\lambda_{G}$ is faithful and the Lie group $G$ has a smooth exponential map, it follows that also the derived representation $\mathrm{d} \lambda_{G}$ is faithful. In fact, if $x_{0} \in \mathrm{~g}$ and $\mathrm{d} \lambda_{G}\left(x_{0}\right)=0$, then by (2.5) we get

$$
\lambda_{G}\left(x_{0}\right)=\mathrm{e}^{\mathrm{d} \lambda_{G}\left(x_{0}\right)}=\mathbf{1} \in \operatorname{End}\left(\mathcal{F}_{G}\right)
$$

Therefore $x_{0}=0 \in \mathrm{~g}$.
Corollary 2.14. Each connected, simply connected, $(N+1)$-step nilpotent Ba-nach-Lie group has a faithful, unipotent, norm continuous representation on a suitable Banach space, with the unipotence index at most $2^{N-1} N+1$. Every $(N+1)$-step nilpotent Banach-Lie algebra has a faithful bounded representation by nilpotent operators on some Banach space, with the nilpotence index at most $2^{N-1} N+1$.

Proof. Using Theorem 2.13 (iii) in the special case when $g$ is a nilpotent BanachLie algebra, we are only left with proving that $\lambda_{G}$ is a norm continuous representation and $\mathrm{d} \lambda_{G}$ is a bounded linear map. It follows by Remark 2.2 that the space of polynomials $\mathscr{P}_{N}(\mathfrak{g}, \mathbb{K})$ is a Banach space, hence so is its closed subspace $\mathscr{F}_{G}$. By using (2.4) and then Remark 2.2 we get for suitable constants $C_{1}, C_{2}$ and $C_{3}$

$$
\begin{aligned}
\left\|\dot{\lambda}\left(x_{0}\right) \psi\right\|_{\mathcal{P}^{m-1}(\mathfrak{g}, \mathbb{K})} & \leq C_{1} \sup _{\|y\| \leq 1}\left|\left(\dot{\lambda}\left(x_{0}\right) \psi\right)(y)\right| \\
& \leq C_{2} \sup _{\|y\| \leq 1,0 \leq j \leq N}\left|\psi_{y}^{\prime}\left(\left(\operatorname{ad}_{\mathfrak{g}} y\right)^{j} x_{0}\right)\right| \\
& \leq C_{2} \sup _{\|y\| \leq 1,0 \leq j \leq N}\|\psi\|_{\mathcal{P}^{m}(\mathfrak{g}, \mathbb{K})} \cdot\left\|\left(\operatorname{ad}_{\mathfrak{g}} y\right)^{j} x_{0}\right\| \cdot\|y\|^{m-1} \\
& \leq C_{3}\|\psi\|_{\mathcal{P}^{m}(\mathfrak{g}, \mathbb{K})}\left\|x_{0}\right\|
\end{aligned}
$$

for every $m=1, \ldots, N$. By using the direct sum decomposition in (2.2) we easily see that $\dot{\lambda}\left(x_{0}\right)$ is a bounded linear operator on $\mathcal{F}_{G}$ and the representation
$\mathrm{d} \lambda_{G}: \mathfrak{g} \rightarrow \operatorname{End}\left(\mathcal{F}_{G}\right)$ is norm-continuous. It then integrates to a norm continuous representation of $G$, which coincides with $\lambda_{G}$ since $G$ is connected.

Remark 2.15. The second part of Corollary 2.14 is implied by the first part by using a more general argument. In fact, it is easily seen that if a homomorphism of locally convex Lie groups with smooth exponential maps is injective, then its derivative is also injective. Moreover, a bounded linear operator on a Banach space is nilpotent of index $\leq q$ if and only if it is the infinitesimal generator of a oneparameter group of unipotent operators with unipotence index $\leq q$.
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