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## Invariant subspace problem

Does every bounded linear operator have a closed non-trivial invariant subspace?

- Aronszajn and Smith - for compact operators
- Lomonosov - for operators commuting with a compact operator
- Enflo - first example of a bounded operator without invariant subspaces
- Read - bounded operator on $\ell_{1}$ without invariant subspaces
- Argyros and Haydon - example of a Banach space such that every bounded operator is a compact perturbation of a multiple of identity
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How can we choose $A \subseteq \rho(T)^{-1}$ in such a way that $Y$ is also infinite codimensional?
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## Main Result

## Theorem

Let $X$ be a Banach space and $T \in \mathcal{L}(X)$ satisfy the following:
(1) $T$ has no eigenvalues.
(2) $\rho(T)^{-1}$ has a connected component $\mathcal{C}$ such that $0 \in \overline{\mathcal{C}}$ and $\mathcal{C}$ contains a neighbourhood of $\infty$.
(3) There is a vector whose orbit is a minimal sequence.

Then $T$ has an almost invariant half-space.

## Corollary

If $X=\ell_{p}(1 \leq p<\infty)$ or $c_{0}$ and $T \in \mathcal{L}(X)$, is a weighted right shift operator with weights converging to zero then both $T$ and $T^{*}$ have almost invariant half-spaces.
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$D \in \mathcal{L}\left(\ell_{2}\right)$ is defined by:

$$
D e_{1}=0, \quad D e_{i}=w_{i} e_{i-1}, \quad i>1
$$

where $\left(w_{i}\right)$ is a sequence of non-zero complex numbers such that ( $\left|w_{i}\right|$ ) is monotone decreasing and in $\ell_{2}$.
$D$ has only finite dimensional invariant subspaces
D* has only finite codimensional invariant subspaces

## Corollary

If $D$ is a Donoghue operator then both $D$ and $D^{*}$ have almost invariant half-spaces with one dimensional "error".

Donoghue operators do not have invariant half-spaces, yet they have almost-invariant half-spaces with one dimensional "error".
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The annihilation of $Y$ :

$$
f\left(h\left(\lambda_{n}, e\right)\right)=f\left(\lambda_{n} \sum_{i=0}^{\infty} \lambda_{n}^{i} T^{i} e\right)=\lambda_{n} \sum_{i=0}^{\infty} \lambda_{n}^{i} c_{i}=\lambda_{n} F\left(\lambda_{n}\right)=0 .
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The annihilation of $Y$ :

$$
\begin{aligned}
f_{k}\left(h\left(\lambda_{n}, e\right)\right)=f_{k}\left(\lambda_{n} \sum_{i=0}^{\infty} \lambda_{n}^{i} T^{i} e\right)= & \lambda_{n} \sum_{i=0}^{\infty} \lambda_{n}^{i} c_{i}^{(k)}= \\
& \lambda_{n} F_{k}\left(\lambda_{n}\right)=\lambda_{n}^{k+1} F\left(\lambda_{n}\right)=0 .
\end{aligned}
$$
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Linear independence:
Assume $f_{N}=\sum_{k=M}^{N-1} a_{k} f_{k}$ with $a_{M} \neq 0$
However $f_{N}\left(T^{M} e\right)=0$ by definition of $f_{N}$ while $\sum_{k=M}^{N-1} a_{k} f_{k}\left(T^{M} e\right)=a_{M} c_{0} \neq 0$, contradiction.
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