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Abstract

This paper uses a rate-type approach of the non-monotone elasticity to describe large and rapid motions of a string made of a
phase transforming material like shape memory alloy (SMA). The nucleation mechanism, the propagation of phase boundaries, of
longitudinal and transverse front waves are carefully analyzed. It is studied the influence of the slope of the equilibrium curve on the
growth and decay of the amplitude of the first and second order discontinuities. The nucleation and wave propagation phenomena
which accompany the damping effect of SMA string submitted to a sudden transverse motion are numerically investigated.
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1. Introduction

Motivated by applications, the large and rapid motions of strings have been intensively studied a few decades ago
in connection with the use of synthetic strings and rubber cables. Outstanding contributions to this topic have been
brought by Cristescu [1] who, by using Hadamard’s theory of wave propagation has considered and investigated
impact problems for elastic and viscoplastic string models in its well known monograph. From the mathematical
point of view this interest has stimulated investigations on the theory of non-strictly hyperbolic conservations laws
arising from non-linear elasticity with convex or non-convex stress-strain relation. There is a rich literature on these
subjects related to the existence and uniqueness of weak solutions to the Riemann problem for elastic strings (see
for instance Mihdilescu and Suliciu [2], Young [3] and the references therein). A different approach to investigate the
finite-amplitude oscillations of strings has been applied for elastic suspended cables using nonlinear vibration analysis
(see the review papers by Rega [4]).

The recent increasing interest on the mechanics of phase transforming materials, like shape memory alloys, has
led Purohit and Bhattacharya [5] to consider the behavior of strings made of such materials. SMAs are crystalline
solids which can abruptly change their lattice structure when subjected to mechanical or thermal loading. These
phase transformation events are non-linear phenomena associated with instabilities and growth of phases. It is now
unanimously accepted that from the physical point of view the basic assumption in a continuum theory description
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of phase transitions relies on the use of a non-convex Helmholtz free-energy, or equivalently a non-monotone stress-
strain relation. This leads to a change of type in the governing equations and therefore to mathematical ill-posed
problems. To remedy this deficiency, in [5], additional constitutive information in the form of kinetic relation and
nucleation criterion has been used.

Unlike this approach, we use here a Maxwellian rate-type constitutive equation whose equilibrium relation is de-
scribed by the same non-monotone tension-stretch relation as in [5]. In Section 2 we describe the general governing
equations. Our constitutive thermodynamical framework is explained in Section 3. Section 4 is devoted to the analysis
of the hyperbolic rate-type system. We use Hadamard’s theory of propagating singular surfaces to examine the growth
and decay behavior of shock waves and acceleration waves and their consequences on phase nucleation. In Section
5 we investigate numerically the transverse and longitudinal motions of a SMA string impacted by a body of mass
M which moves with constant velocity. We put into evidence, on one side, the capacity of the constitutive model
to describe phase nucleation phenomena accompanying the wave propagation in the string and on the other side the
strong damping properties of the phase transforming string.

2. Equations for large motions of perfectly flexible strings

We consider a string as a one-dimensional continuum moving in a three dimensional space. In this section we
describe the equations governing the large motions of a string of any material. A motion of a string is a continuous
mapping ¥ (X,1) : I x [0,00) — R3, ¥ = ¥ (X,1), where I is a finite or infinite interval of the real axis. We suppose
that 7(, t) is one-to-one for any ¢ > 0, that is, it always represents a simple curve in R3. We denote by .%) = 7(X ,0)
the reference configuration of the string - the curve initially occupied by the string, and by .} = Y(X ,1) the actual
configuration of the string - the deformed configuration. X is a coordinate taken along the string starting from an
arbitrary coordinate origin, while X~ gives the position in R? at time ¢ of the point on the string which at time = 0

was located at 7 (X,0) on the reference curve. Whenever y (X,) is differentiable we denote by V' (X,t) = % the

— —
particle velocity and by A (X,t) = %—% the tangent vector to the string in the deformed configuration at material point

X A(X,t) = ‘% is called the stretch, while € = ‘di# = A — 1 is the strain at material point X. We denote by

T(X,1) = % the tangent unit vector to the string in the deformed configuration.

—
Therefore the following compatibility condition between v and A has to be satisfied
- —
dA IV )
ot 9X’
We can relax the smoothness assumptions by allowing the particle velocity V', the stretch A or the tangent T to
jump across a finite number of moving points along the string. According to Hadamard’s lemma ([6, Sect. 173]), if

a = a(X,t) is one of the above functions defined and continuously differentiable in the interior of two regions %+
separated by a smooth curve X = S(z) we have
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where [a](t) = a™ (t) —a (t) = a(S(t) +0,t) —a(S(t) — 0,) and S is the speed of propagation of the discontinuity.
Therefore, the continuity condition of 7 leads to the weak form of relation (1), i.e., to the kinematic jump condition

[V]+S$[2] =o. 3)

— —
If we denote by T = T (X,t) the vector tension (force per unit cross-sectional area of the string in the reference
configuration) acting at a material point X of the string at time ¢ then the balance of linear momentum is given by

d 2.6) X
= pVX,)dX = T (Xo,1) — T (X1,1) +/ p b (X,1)dX, @)
dr Jx, Xi
for any portion of the string comprised between the coordinates X; and X, at time . As a consequence we get its
differential and weak form as .

oV _ oT —
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2



and, respectively
. —
pS[V]+[T] =0, (6)
where p denotes the mass density per unit length of the string in the reference configuration and it is assumed constant;

b = Z)(X ,t) denotes the body forces per unit mass acting on the string at the material point X and time .

The balance of angular momentum for the same portion of the string, in the absence of body moments, is

d 2.6 X
T TV = (XX T)Xet) — (XX T)X10) + | 7 % pb X + 77 (Xa,1) — T (X1,1), @)
Xi Xi
where the constitutive quantity 72 (X, ) is the couple (moment) acting at the material point X and time ¢.

A perfectly flexible string is a string which can not resist to any couple forces, i.e., for which 77 (X,t) = 0 in (7).
This defining constitutive property distinguishes it from a rod which can resist bending. Therefore, by using (5), the
differential form of (7) leads to

a—)

% < T = 0, orequivalently T=17 ®)
where T = T (X,1), called tension, is the scalar tension at the material point X at time ¢. Therefore, in perfectly flexible
strings, the vector tension at every point is always directed along the tangent to the string.

The second law of thermodynamics in this isothermal context requires

d % 1 X2
E/ p(w+?) dX < (T - 7)(Xo,1) — (T - 7)(X3.1) +/ pb-VdX, forany X;.Xo€l,  (9)
Xl Xl
where ¥ = y(X,1) denotes the free energy function.

The differential form and weak form of the dissipation inequality which follows from (9) are
d 0 — —
pg(w+§v)—a—x(r.7)gb-7, (10)

and, respectively
. 1 ) 1
D= pS{l]l—l— Evz} +[T-7]>0, or, equivalently D= S(p[l//} -5 (?* —i—?’) : [7]) >0. (11)
By using the balance of momentum (5) we get the following reduced form of the dissipation inequality

—
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The conservation of mass can be written as p,dl = pdX, where p, is the actual mass density, p the initial mass
density and dl = |Vd X -d X'| = AdX. Therefore, we have p,A = p.

(12)

3. Phase transforming materials

3.1. Constitutive assumptions

N
In order to complete the system of equations (1), (5) and (8); in the seven unknowns 3, A and T, we must add a

constitutive equation relating the scalar tension 7 and the stretch A (or, equivalently the strain € = A — 1). We consider
in this paper the following rate-type constitutive equation

aT ar E

— —FE—=——(T—-T,(1)), 13

ot ot u ( eq ( )) ( )
where T = T,,(A) describes the equilibrium states of the material. E =const.> 0 is the dynamic Young modulus
which characterizes the instantaneous response of the material. 4 =const.> 0 is a Newtonian viscosity coefficient and
% has the meaning of a relaxation time of the model, while k = 5 is usually called Maxwellian viscosity coefficient.
When u — 0 this Maxwellian rate-type constitutive equation can be seen as a rate-type approach of the elastic model
in a sense which will be explained below. From the physical point of view it introduces a mechanism of energy
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dissipation of kinetic origin modelled by a Maxwell-type viscosity. Moreover when E — oo relation (13) reduces to
the well-known Kelvin-Voigt constitutive equation 7 = T, (1) + ,u%.

Starting with the paper by Ericksen [7] for the static case, and James [8] for the dynamic case, (see also Abeyaratne
and Knowles [9]) it is now unanimously accepted that, for the one-dimensional theory, the bulk behavior of solids that

undergo reversible stress-induced phase transitions is described by stress-strain (stretch) relations T = T,q(A) which

are non-monotone, or equivalently by non-convex free-energy functions ¥ = Yq(A) with pdvl#(l) =Toq(R).

As usual (see for instance [10]), we will consider sometimes here, as an explicit example, the piece-wise linear
non-monotone tension-stretch relation

Ei(A—1), for 1 <A < Aq
T=TyuA) =4 —E2(A—A,)+ Ty, for Ay < A < Ay, (14)
E3(A —Ap) + Ty, for A < A

where T, = E; (A —1)and T,, = T, — E2 (A, — A4) (see Fig. 1). This assumption does not influence the strong non-linear
character of phase transforming phenomena.

Relation (14) is viewed as corresponding to a material which can exist in an austenite phase <7 with the elastic
modulus E; =const.> 0 and in a martensite phase .# with the elastic modulus F3 =const.> 0. —E; =const.< 0 is
called the softening modulus and it corresponds to the unstable phase (spinodal region) .# of the material.

The monotone increasing parts of such an equilibrium tension-stretch relation can be obtained in quasi-static exper-
iments at constant temperature for shape memory alloys, like NiTi for example (see for instance Shaw and Kyriakides
[11]). Indeed, during an uniaxial test of a thin bar the material is found to remain in the homogeneous austenite phase
« for sufficiently small values of the stretch (A < A4,), while for sufficiently large tensile stretch (A > A,,) it is found
in the homogeneous martensite phase .. The slope of the experimental stress-strain curve in a homogeneous phase is
strictly increasing and almost linear elastic. The monotone decreasing part of the equilibrium tension-stretch relation
can not be directly determined. It is chosen in an arbitrary manner and its slope affects only the instability phenomena
which accompany phase transformation processes. The reversible stress-induced &7 = .# transformations result in
inhomogeneous deformations corresponding to stress plateaus (one for loading and one for unloading) during which
phase boundaries nucleate and propagate along the length of the specimen. This unusual characteristic of the material
called pseudo-elasticity (for T,, > 0) refers to the material’s ability to be strained significantly and to return to its
unstrained configuration via a hysteresis loop. The width of the hysteresis loop is proportional with 7, — T,,,.

A
T

Fig. 1. The trilinear material. Tension-stretch curve. T = T,4 (1)

Thus, we say that a particle of the string, labelled by X, is in the austenite phase <7, unstable phase .#, or in the
martensite phase .# according to whether the stretch A(X,7) isin (1,24], (A, Am), or [Ay, o), respectively.

The same as in the case of the bar theory the non-monotone elastic constitutive equation leads to a change of
type in the governing equations, and this in turn leads to mathematical ill-posed problem in the sense of Hadamard
and thus to the incapacity of the model to uniquely describe processes of the body involving transitions from one
phase to another, i.e. the evolution of the microstructure. Indeed, it is well known that the characteristic directions
(characteristic speeds) of the elastic system
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are given by
dx _ . [ran,2) o [
o= +C (M) =+ R and i +tCr(A) ==+ Y (twice). (16)

and they correspond to the longitudinal and transverse acceleration waves, respectively.

Therefore, the system is of mixed type, i.e. hyperbolic for A € (1,A,) U(An,0), when T = T,,(A) is monotone
increasing and the material is in the austenite or martensite phase, and hyperbolic-elliptic for A € (4,,4,,) when the
equilibrium curve is monotone decreasing and the material is in the unstable phase. The loss of the hyperbolicity of
the system when the tension 7,,(A4) in the string is negative, i.e when the string is submitted to a compression, is a
specific limitation for perfectly flexible strings, which arises from the constitutive assumption that such ideal bodies
can not resist any couple forces (shear or curvature) i.e., 77 = 0 in (7).

It is known that from the physical point of view the nucleation and propagation of phase boundaries are strongly
dissipative phenomena. The elastic model does not contain a dissipative mechanism, which obviously is its main
constitutive deficiency. Therefore, one needs to provide additional constitutive information. Which is the appropriate
dissipative mechanism to accurately describe phase transition phenomena is still an open problem. One widespread
way is to supplement a relation like (14) with a constitutive kinetic relation and a nucleation criterion. The kinetic
relation gives the velocity of propagation of the phase boundary as a function of a driving force (see for instance
the thermodynamical framework developed by Truskinovski [12], Abeyaratne and Knowles [13]). In such a consti-
tutive context the dynamics of strings made of phase-transforming materials has been investigated by Purohit and
Bhattacharya [5].

A second way to remedy this constitutive deficiency is to embed the elastic theory as a special case into a broader
theory. Usually this includes viscosity of Kelvin-Voigt type and/or strain gradient effects (see for instance James [§],
Slemrod [14], Ngan and Truskinovski [15]). A new and different rate-type approach of the non-monotone elasticity
based on a Maxwell’s rate type constitutive equation (13) has been considered for phase transformation phenomena by
Suliciu [16] and investigated by Faciu and Mihdilescu-Suliciu [17], Suliciu [18], Suliciu [19], Faciu and Suliciu [20],
Féciu [21], Faciu and Molinari [22]. This approach does not require a separate nucleation criterion. Moreover, it pos-
sesses its own kinetics, since the material instability phenomena incorporated in the unstable region lead automatically
to the formation and evolution of phase boundaries.

In order to investigate the phase nucleation and wave propagation in phase transforming strings we adopt in this
paper the Maxwellian rate-type approach (13). It has been shown, in the frame of the bar theory, that this rate-
type constitutive equation has the capacity to describe the kinetics of phase transformation for quasistatic strain and
stress-controlled experiments ([20], [21]) and recently, for impact experiments ([22]), too. The new parameters E and
1 which intervene in the constitutive description describe in fact the kinetics of the growth of phases and should be
connected with the time of growth, or time of nucleation of microscopic theories of phase transitions. This constitutive
relation includes as a limiting case for E — oo the Kelvin-Voigt viscoelastic model which has been considered by
James [8], later by Pego [23] and more recently by Vainchtein and Rosakis [24] in relation with phase transformation
in solids. Rate-type constitutive equations of type (13) have been used intensively by Cristescu (see [1, Chap. IV, §12]
and the references therein), to describe the mechanical properties of synthetic strings.

3.2. Energy and thermodynamic considerations.

Let us note that according to the second law of thermodynamics (12) one gets for rate-type strings a similar result to
that obtained by Féciu and Mihdilescu-Suliciu [17] for the viscoelastic bar theory. The rate-type constitutive equation
(13) admits a unique free energy function depending on stretch and tension y = y(A,T) if and only if the slope of the
straight line connecting any two points on the equilibrium curve is lower than the instantaneous Young modulus E.
Therefore for the piecewise linear case (14) the following restrictions have to be satisfied by the elastic phase moduli:
E| < E and E3 < E. Moreover, we suppose here there is a positive constant £* such that

Teq (/11 ) - Teq (12)

<E*<E, foranyA;,A; € (1,0), A1 # L. (17)
M =2



One shows that the free energy function of the rate type model has to satisfy the partial differential equation

dy 81// T B
and the dissipation inequality
Dyiuw(2,T) = 5 pSE(LT)(T = Ty(4)) 20, forany (A.T). (19)

The general form of the free energy function can be explicitly determined by the equilibrium curve 7 = T,,(A) and
by the dynamic Young modulus E through relation

TR

py(A,T)= 3 °E

T,q(s)ds, (20)

where A* is the unique solution of the equation 7 — EA = T,4(A*) — EA*.
Moreover, one derives the following bound on the internal Maxwellian dissipation

E

Dwa(z'a T) S m

T —T,y)|%, forany (A,T). 21)
By using the balance equations, the constitutive relation (13) and the property (18) of the free energy function one
establishes the following energy identity for the smooth solutions of the PDeqs rate-type string system
o/ V-V d = Edy
ey 2.1)) =5 (T AT)(T —T,y(A 22
5i(Pra YD) = (T 7) = p ST = Tog(A). 22

If we denote by epy (1) = jOL (pg +py(A,T))(X,1)dX the total energy of a rate-type string of lenght L we get
the energy identity

deppw (2 L)
eﬁ%“ —(T -9\ Lt)— (T -9)0,0) — p— / IV (2. T) (T — Ty (A)) (X, 1)dX. (23)
For an isolated body problem, i.e a boundary value problem for which ( V) (L,t) = 0 and ( V)(0,¢) = 0 for

any ¢ > 0, we derive, by using estimate (21) too, the following inequalities

*

deLw(f) —E (ewa(O) — €Maxw (t)) (24)

dt

The first one tells us that the total energy of an isolated rate type string is a non-increasing function of time. The
second one shows that the rate-type model approaches the non-monotone elastic model 7 = 7,,(A) in an L? sense
when u — 0.

t L E
<0 and // IT — Ty (A)PdXdr <
0 JO

4. Analysis of the Maxwellian rate type system
4.1. Characteristic directions and relations along the characteristics.

The rate- type system for strings (1), (5) and (13) can be written as a non-conservative system with sources for the
unknowns v, l T

v v pb

a — - 8 — —

S| A | -BAD LA | =] © (25)
T T G(A,T)

-
where B( A ,T) is a matrix in R”*7 and G an over-stress function defined as follows
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In writing (26) we have used relations % = % . % and g—)’l( = % df?; .

The type of the system is given by its characteristic directions ‘3 = r which are defined as the eigenvalues of the

v r\? E
matrix —B( A, T), that is solutions of the equation r<r2 — p7) (r2 — 5) =0.

We therefore have

dx E dx T . dx
dt:iCL:i\/;, 5 =0T =% p—l(twme), - =0 Q27)

Since for strings we consider only compressive states, i.e. T > 0, it follows that unlike the elastic system (15), the
rate-type system (25) is hyperbolic irrespective of the slope of the equilibrium curve and the initial-boundary value
problems are well-posed.

The characteristic directions are also defining the discontinuity directions for the partial derivatives of V', 7 and T,
that is, the speed of propagation of the second order discontinuities, or equivalently, of the acceleration waves. If we
determine the right eigenvectors corresponding to the eigenvalues (27) we get the following results. For r = £Cy, the
right eigenvectors are (:FCL?, T.E ) € R” and have the property that the velocity component is tangent to the string.
Therefore, £C;, represent the speeds of propagation of longitudinal acceleration waves. For r = +Cr(A,T) the two
right eigenvectors are (FCr (A, T)?l , ?1,0) € R7 and (FCr (A, T)Fg, 7270) € R where 7 and T 5 are two unit
vectors perpendicular to 7 such that 7 L 7 ». These eigenvectors have the property that their velocity component
is perpendicular to the tangent direction to the string 7. Therefore +Cr(A,T) regresent the speeds of propagation

of transverse acceleration waves. For r = 0 the corresponding eigenvector is (6}, A ,0) € R7 and it corresponds to a
stationary or material discontinuity. Obviously the above 7 eigenvectors are linearly independent.

Let us note that even if the instantaneous elastic response of the material is linear, i.e. E =const., the hyperbolic
rate-type system is quasi-linear due to the geometric non-linearities incorporated and therefore the transverse charac-
teristics are not straight lines and depend on the solution. On the other side, none of the characteristic field families of

the rate-type system is “genuinely non-linear”, all are linearly degenerate, that is, each eigenvalue r; = r;( V', 7, T) and
corresponding eigenvector ¢’;, i = 1,7 satisfy Vr;- ¢ ; = 0. That means, the main physical non-linearities, which are
related with the non-monotone character of the equilibrium curve, are now incorporated in the right term of the system
(25). Therefore, we expect to “approach” ill posed problems corresponding to the non-linear PDEs hyperbolic-elliptic
elastic system (15) by well posed problems for the hyperbolic linearly degenerate rate-type system (25).

In order to determine the relations along the characteristics we proceed as follows. Let X = S(¢) be a characteristic
curve of the system (25). Let us define, along this curve the smooth functions @(¢) = a(S(t),t), where a stands for V',

7 and T'. Therefore, we have along this curve

IV IV dV 9A A dA T T df

o ax Thar o PYax Thar o PPax Tar 29
If one substitutes %(S(I)J), %(S(t),t) and %(S(t),t) from (28) into (25) one obtains
v 0 K
(B(T,T) +s‘1) % Also.y= o |©0.n- % A (29)
T G(A,T) T
Let us consider the above relation as an algebraic system for the unknowns %(S(t),t), %—g(S(t),t) and g—)T((S(t),t).

. —
Since S are eigenvalues of —B( A ,T) then the determinant of this system is zero exactly for these values i.e. (27).
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Therefore, the system is undetermined and admits a solution if and only if the rank of its matrix is equal with the rank
of the extended matrix. This condition leads immediately to the relations along the characteristic lines of the system
(25). These are

d . A PN dx

—(T —EA) =G(T for — =

dt( A)=G(T,A), for P 0 (30)
df A odv . dx [E

Y BELE LYY _6f for — — +Cy — 4,/ = 1
dr + Y }L dr G( al)v or dr CL p (3 )

>~

~ /db, T ddy\  » /dis T dls dx T

=2 2 L(= ) for — = +Cr =+ 2
A (G T\ oa i)~ ph di ). for G =Cr P 32
~ rdb; T dl\  ~ sdb T di, dx
L—F =)=l (—=F,/==2), for — =+Cr =+, —. 33
2<dt 1Y dt) l(dt T\ oa dt)’ or gy = ¢t Y (33)

where the lower and upper signs correspond to each other. These relations are also useful for the numerical integration
of initial-boundary value problems for the system (25). Finally it is useful to note that when E — oo and the Maxwellian
constitutive equation reduces to the Kelvin-Voigt model, used in [8], [23], [24], then the longitudinal wave speeds (27)
become infinite and the governing PDEs system becomes parabolic-hyperbolic. This remark shows the advantage of
our approach in studying wave propagation phenomena.

~»>

4.2. First order discontinuities in rate-type strings.

A first order discontinuity is a smooth curve X = S(¢) with the property that the motion ¥ (X,¢) is continuous across

it, but at least one of the quantities v, 7 and T has a jump across this curve, being smooth functions everywhere
else. In order to determine the first order discontinuities propagating in a rate-type string we have to take into account
jump relations (3), (6) and the constitutive equation (13). The rate-type relation (13) defines a linear instantaneous
response curve in tension and stretch relative to a given state (A, 7). This curve contains all states (1,7) which can
be reached by an instantaneous process from (A1, T") and is characterized by the differential relation d7 = EdA. An
instantaneous process is a process which takes place in Az = 0 time, the jump across a propagating discontinuity being
exactly such a process. Consequently, if the tension jumps at a state (A, T") from T to T~ then the corresponding
stretch A~ has to satisfy T~ = E(A~ — A1) + A ™. Therefore, for any discontinuity in tension the following jump
relation has to be satisfied

[T] = E[A] (34)
We distinguish the following main types of discontinuities in a rate-type string:
1) Discontinuity with continuous tangent, i.e [T] = 0. Relations (3) and (6) can be written as [v] +ST[A] =0

and pS[V] + [T]T = 0 wherefrom we get pS? = % According to (34) we obtain the speed of propagation of the

discontinuity as
. |E
S(t)y=CL==+ o (35)

This propagating discontinuity is called longitudinal shock wave since it produces a jump in tension, stretch and
velocity, but does not change the shape of the string.

2) Discontinuity with discontinuous tangent, i.e. [ 7] # 0. By eliminating the jump [V'] from relations (3) and (6)
we get [T 7] — pS?[AT] = 0. Taking the inner product of this relation with < 7 >= %(?* +7T7), TH£ -7~
(i.e. when there is no cusp) we obtain (14 7 -7 ~)(pS2[A] — [T]) = 0, while by taking the inner product with [T |

we obtain (1—7+-77)(pS? <A > — < T >) =0, where < a >= %(aJr +a~). One gets the following two conditions,

pSPA]=[T] and pS*<A>=<T>. (36)

Relations (36) are satisfied for continuous stretch and continuous scalar value of tension across the discontinuity, i.e.,
AT =A"=Aand TT =T~ = T. Such a discontinuity propagates with the speed
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A [T
S(t)=Cr(A,T) =+ o (37)

It is called transverse shock wave since it affects only the shape of the string and the velocity, but not the tension nor
the strain.

A second possibility to satisfy relations (36) could appear when the stretch and the tension might suffer a jump and
the speed of propagation of the discontinuity is given by pS? = % = % = ){—: According to inequality (17) imposed
by the second law of thermodynamics on the equilibrium curve and relation (34) such a situation is not possible for a
rate-type string.

3) Material discontinuity (or stationary discontinuity) % = 8§ = 0. According to jump relations (3) and (6) we have

[V]=0and [T]=0. Since [T2] = [T - T]=2<T > [T]=2<T > [T] =0 it follows that [T] = 0. Indeed, if

< T >=0then T" = —T~ which means that one part of the string is in compression and the other one is in tension
which is not allowed for strings. Therefore, across a material discontinuity only the stretch can jump, i.e.
[T]=0, [V]=0, [7T]=0, [A]#0. (38)

It is interesting to note here that for the rate-type system (25) the directions of the first order discontinuities always
lie through the characteristic curves (acceleration waves) of the system. This behavior is due to the fact that all the
characteristic fields of the rate-type system are linearly degenerate.

4.3. Jump relations along first order discontinuities

We are mainly interested to determine the variation of the jump of stretch, tension, tangent vector, velocity and of
their derivatives along the discontinuity directions of the rate type system. We have to use, on one side Hadamard’s

lemma (2) for Vv, 2 and T,

IV OV d o [AA] ., [0A]_d = [9T1 . OT] d
Tl slax) =™ (] sslax ] = 5 +sla=) -2 9
and on the other side the jump relations which follow from (25) written on each side of the discontinuity X = S(¢)

XY [V 9V [1AAT] [T A@A\IA] [dT7 _[9A] E

v v
Srl=5x) 5= [ET(TX} + [a( ) o) 5] ELG ] = R - 1o,
(40)
One may consider jump relations (39) and (40) as an algebraic non-linear system consisting of six equations for

the unknowns [%L} , [%—)’” , [%} , [%} , [%—ﬂ , [%ﬂ where S is equal to 0, or to +=1/E /p, or to -1/T /pA. Hence,
we get that the above system has solutions if and only if the following relations are satisfied:

A .
o B =L M), forS =g =0.1>0, “n
Ve S - R, ors =G - iﬁ >0, “2)

dr
A IR 73 O VA A A Z A IO G
a pA dt _[(pax pxax>7]’f°r5— @ p)gt>0- (43)

Let us note that relations (41)-(43) are similar to the relations along the characteristics for the rate-type system (25).
Now, by using the corresponding first order jump relations in (41)-(43) one obtains more detailed results.
a) Along a material discontinuity S = % = 0, we get by using the accompanying jump relations (38) that the
evolution of the jump of stretch is governed by the differential equation
diAle) _ 1
&~ u [Toq(1)]. (44)

The evolution of the jumps of the first order derivatives are expressed in terms of [A] and [%] as follows

9



oT oT 0T o7 oV
Gl=olsxl=0 [Fr]=ol5l-0 [5]-o
OV oA _dA]— ., 07 IN] [IA]— .9F A
[ﬁ]—[w}—w”ww’ 5x ] =[x 7+ wigg ma [a5g] = 43)
b) Along a longitudinal shock wave S = :i:\/7 by using the accompanying jump relations [V] = —S[A] 7,
[T] =E[A] and [7] = [A] T we obtain the differential equation which governs the variation of the stretch jump
diAl) 1
o = o ER = [Teg(A)]). (46)

Moreover, along this discontinuity the jumps of the first order derivatives expressed in terms of [A] and [%] are given
by

oT dr B d[A] A
(5= B3] [5x] =% 2 5% )
IV [AA7 dA] oAy [V d[2] Efox
o)== —S[ﬁ} T =% 5 [ax]
¢) Along a transverse shock wave S = =4 5 /1’ we obtain by using the accompanying jump relations, i.e.
[A] =0, [T] =0, [v] = —SA[T] that the jump of the tangent vector satisfies the differential relation
dA] dS =, 1 9T _dAN= (T A=
265+ g M 5x (g~ Ea) M1+ (57— 5) [5x 7] = 48)
Moreover, across this discontinuity the following jump relations are satisfied
aT (A aT ar A [OA
)=kl ) -els] 5] =35 “9)
— . —
oV 1,0T A\ — A1, T (94 oV  1dS -, d[A] 19V
5 =5 Ge 250+ o 557 ) aax ) (5] =52 - 53] o0

4.4. Growth and decay of waves - consequences on phase nucleation

In the following let us consider as equilibrium curve for the rate-type constitutive equation the trilinear material
described by (14). We can obtain explicit results concerning the influence of the slope of the equilibrium curve on the
growth, or the decay of the amplitude of jumps along each possible first order discontinuity.

Growth and decay behavior along a material discontinuity. Suppose that the limit values of the stretch relative to a
stationary discontinuity at X = Xy, i.e. A(Xo+0,7) = A7 (¢) and A(Xo —0,7) = A~ (¢), lie either in the austenite phase
4/, or in the martensite phase ., or in the unstable phase .#, for ¢ € [0,1)), tp > 0. Then equation (44) becomes

%[M(I) = —%Eo [A], 1€0,1). (51)
and the solution is E
A1) = (A (@) exp (- Eot) r € [0,10). (52)

where Ep = E| > 0 if the limit values for the stretch are in the o7 -phase, Ey = E3 > 0 if they are in the . -phase and
Ey = —E; < 0 if they are in the unstable .#-phase.

Therefore, in the austenite phase .27, or in the martensite phase .#, the initial amplitude of the jump decays ex-
ponentially along the discontinuity, while in the unstable phase .# any initial infinitesimal jump in stretch increases
exponentially until one of the limit values A*(¢) leaves the interval (A,, 4,,).

We may consider the initial jump of stretch as a stress induced inhomogeneity, or initial defect, or grain boundary
in the shape memory string. Relation (52) then explains how the nucleation appears and develops when particles of
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the string enter in the unstable interval (A,, A,,) leading finally to the formation of stationary phase boundaries which
separate stable phases of the material. The time E% should be connected with the time of growth, or time of nucleation
of microscopic theories of phase transitions. Let us note that the larger is the slope Ey, or the smaller is the viscosity
coefficient U, then the larger is the rate of growth or decay of the initial inhomogeneity.

The above result shows that the rate type model possesses its own kinetics due to the dissipative mechanism incor-
porated with no need of a separate nucleation criterion. Therefore, it has the capacity to describe the localization of
stretch, that is phase transition phenomena. It is also useful to note from (45) that the jump of the velocity gradient
along this stationary discontinuity also increases or decreases exponentially depending on the slope of the equilibrium
curve.

Decay behavior along a longitudinal shock wave. Let us suppose again the limit values of the stretch lie either in
the austenite phase .27, or in the martensite phase ./, or in the unstable phase .#. Then according to (46) the variation
of the jump of stretch along the discontinuities S = ++/E /p is governed by the differential equation

d (E — Eo)

G MO=-" =[], 1e.n) (53)

and the solution is ( )
E—E

A1) = RO)exp (= =5, 1), 1 €[0.0) (54)
where Ey = E; > 0 when the limit values for the stretch are in the «/-phase, Ey = E3 > 0 when they are in the
M -phase and Ey = —E, < 0 when they are in the .#-phase.

Restriction (17) imposed by the second law of thermodynamics requires E > Ej, then the jump of stretch always
decays exponentially along this propagating discontinuity irrespective of the slope of the equilibrium curve. Thus,
unlike the material discontinuities the longitudinal shock wave discontinuities do not promote stretch localization.

This result also shows that near the source of a disturbance the waves propagating with the speed i\/% (also

called instantaneous waves) are exponentially damped. A natural question is: what happens with the main part of the
disturbance far from the source? The answer is given in Fédciu and Molinari [22] for rate-type phase transforming
bars by using perturbation methods. It is shown there that far from the source the disturbance moves with the slower

speeds £,/ % (called delayed waves), where E is the elastic modulus of the equilibrium curve in a stable phase. The

amplitude of the disturbances far from their sources (large t) decreases like 1/+/at and spreads out like v/at where
a= (E;piEg)“ which is typical for a diffusion process (see also Whitham [25]).
Since the fransverse shock waves affect only the shape of the string, but do not produce elongation they do not

influence the process of phase transformation.
5. Shape memory alloy string used to brake a fast moving body

In order to illustrate the phase nucleation phenomena which accompany the wave propagation in a SMA string
we investigate numerically the impact of a string at its midpoint by a body of mass M which moves with a constant
velocity V transverse to the string. In this case the body will be braked by the stress developed in the string. This
experiment allows us to test the damping properties of a phase transforming string, too.

To this end we consider a SMA finite string of length 2L = 200. mm, slightly stretched, rectilinear and at rest at the
initial moment, and directed along the Ox axis. Both ends of the string are fixed. Since the impact velocity is normal
to the string at its mid point the motion always takes place in the plane formed by the initial string and the impact
velocity —V i 5. On the other hand, in the X-t plane the problem is completely symmetric with respect to X = 0 and
the impacting body will move along the Oy axis. We only analyze the motion of the right half of the string. In order
to investigate the damping effect of the model we assume the body remains attached to the string after impact and
oscillates with it. According to Cristescu [1, Chap. IV], who investigated the same problem for an elastic extensible
cable, the boundary condition at X = 0 has to be a dynamic boundary condition. Thus from the law of conservation of
momentum the following condition has to be verified

dv'(0,)

M=— == =AT(0,1)7(0,¢), >0, (55)
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Fig. 2. Lagrangian time-space diagrams. a) Stretch distribution in the string after the impact with the projectile. Low stretch area (light grey)
corresponds to the .7’ phase, while high stretch area (dark grey) corresponds to the .# phase. b) Tension distribution and stress wave propagation.

where A is the area of the transverse section of the string. By projecting this relation on the Oy axis we get the
differential boundary condition
dV2(O’t) A-Z(Oat)
M o 2AT(0,1) 2(0.0)

The numerical values used for the mechanical constants characterizing the equilibrium curve (14) are: E| = E3 =
90. GPa, E; = 3.3 GPa, A, = 1.005, A,, = 1.065, T, = 450. MPa, T,, = 250. MPa, p = 6500. kg/m>. The kinetic
parameters which enter the rate type constitutive equation are: E = 90.1 GPa and u = 10~3 MPaxs. We choose the
dynamic Young modulus E very close to the elastic moduli of the stable phases such that C;, = \/E/p = \/E1/p.

The predictions of the rate-type Maxwell model for an impact experiment between a string having the area of
the transverse section A = 1 mm with a projectile having the initial velocity V = 50 m/s and the mass M =5 g are
illustrated in the following.

The numerical solution is obtained by using a second order accuracy fractional-step method. We split our hyper-
bolic relaxation system with stiff source terms (25) into two subproblems. In a first step we consider the hyperbolic
homogeneous part of the system and we use a Godunov’s type method with a second order resolution correction. In
a second step we consider a simple ordinary differential equation system containing the source term which is solved
by using a simple explicit second-order accurate two-stage method (see LeVeque [26, Chap. 17]). For our problem
we used the time and space steps Ar = 0.021 us and AX = 0.083 mm (1200 nods for the half string) which satisfy the
CFL condition C §% < 1 where C; = \/E/p = 3723 m/s.

After impact a loading longitudinal shock wave, marked with O-A in Figs. 2 and Figs. 5, starts to propagate in
the right half string followed by a transverse wave O-X moving with the velocity Cy(1.00192,173) =~ 163 m/s. The
longitudinal wave is reflected at the fixed end as a loading wave and interacts at X with the transverse wave being
transmitted across it and generating two faster transverse waves: X-Y propagating left and X-Z propagating right
with the velocity Cr(1.0047,427) = 255 m/s. The intersection at B(53.7 us) of the two longitudinal waves: AB and

t>0. (56)
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Fig. 3. First nucleation and phase transformation near the right end of the string.
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Fig. 4. a) Tension history at the right end of the string. b) Tension history at the impacted point of the string.

the symmetric one coming from the left part of the string generates a new loading longitudinal wave B-C which is
reflected again at the fixed end as a loading wave C-D. After this moment, ¢ = 80.57 us, the stretch in the back of
this wave near point C overcomes A, = 1.005 (T = 476 MPa> T,) (see Fig. 3). In other words, the values of stretch
near the fixed end, due to the successive reflections of longitudinal loading shock waves enters the unstable interval
(A4, Am). Consequently a nucleation process starts to develop. This evolution is illustrated in Fig. 3. The corresponding
zone in the Lagrangian time-space diagrams is marked with e. Other nucleation zones, are also indicated in the figures
with a small arrow and small letters g, h, m, n.

One observes, both in Fig. 2a and Fig. 3, how this nucleation process expands in the time interval (77.8 s, 126.4 us),
when particles of the material traverse the unstable interval, and finally leads to the formation of a stationary phase
boundary. This behavior is in perfect agreement with the blow-up of stretch inhomogeneities described by relation
(52). Moreover, we observe from the numerical results in Fig. 2a that, in general, each nucleation event is followed
by the formation of a stationary phase boundary and the propagation of the phase transformation fronts progresses
by a go-and-stop type mechanism. The transformation advances converting regions of low stretch (austenite phase) in
regions of high stretch (martensite phase) until the entire string is completely transformed in phase ./Z .

It is well known that nucleation phenomena are dynamic local events. Figs. 2 and Figs. 5 illustrate how our consti-
tutive approach has the capacity to describe such aspects. Indeed, let us note that at the end of the nucleation process,
which mainly takes place between point C and point e, a disturbance e-f propagating in the austenite string, parallel
with C-D and A-B, is emitted. It is visible in Fig. 2b and Fig. Sa. It is obvious that this wave can not be generated by
the reflection at the right end of an elastic longitudinal shock wave coming from the impacted end. Indeed, the elastic
pulse reflected at C has to return at the right end after a round trip in the right half of the string, i.e. after 53.7u s while
the time interval between C and e is around 26 us. Therefore, the only source of this disturbance propagating left in
the austenite string is the dynamic nucleation event. No propagating disturbance would be expected at this time if a
dynamic event accompanying phase transformation would not occur.

The emission of longitudinal elastic shock waves as an accompanying phenomenon of phase nucleation can be also
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Fig. 6. a) Horizontal velocity history at 50 mm. b) Vertical velocity history at the impact point (braking) and at 50 mm.

observed in Fig. 2b and Fig. 5a at the points denoted by h, m, and n. That behavior is similar with the spontaneous
emission of acoustic waves which are reported for material exhibiting instability and localization phenomena even in
quasistatic loading conditions. Acoustic emissions during phase transformation in CuZnAl alloy are reported in [27].

Let us note that the nucleation of the martensite phase at point e manifests itself by a significant drop of the tension
(see for instance in Fig. 4a the time interval between point C and point e). Therefore the propagating disturbance e-f
will be an unloading wave. The same phenomenon happens with the disturbances emitted at the points g, h, m and
n. The drops of tension induced by the corresponding nucleation events at the fixed end or at the impacted end are
marked with the same letters on Fig. 4a and Fig. 4b. The stress wave propagation picture is presented in Fig. 2b. It
shows how the longitudinal shock waves generated by reflection at the end points or by the nucleation phenomena
propagate, being successively reflected and transmitted when crossing phase boundaries. These interactions generate

14



large stress oscillations around the transformation stress 7, at the impacted point (Fig. 4b) and at the fixed ends of the
string (Fig. 4a).

Rapid and large motions occur in the string during the braking of the high speed moving projectile. They are
accompanied by the propagation of transverse wave fronts across which the shape of the string and the velocity
register very large variations. The presence of these waves can be observed in Figs. 5 where the spatial-temporal
behavior of the two components of the velocity is illustrated. For example, across the transverse wave X-Z the vertical
velocity strongly decreases to a value lower than the impact velocity (see for instance point S in Fig. 5b and Fig. 6b).
The lowest negative value of the vertical velocity is attained just above point X, i.e —65 m/s. This behavior is due to
the interaction between the transverse wave OX and the longitudinal wave AX, and it can be proved theoretically in
the frame of the linear elastic theory by solving corresponding Riemann problems. The transverse wave Y-P, almost
parallel with X-Z, is induced by the reflection of the transverse wave X-Y at the impact point. Across it the vertical
velocity increases (see for instance point U in Fig. 5b and Fig. 6b). The vertical velocity slightly decreases in absolute
value between U and M due to the braking effect. Owing to the reflection of the transverse wave X-Z the vertical
component changes its sign from negative to positive across Z-R (see for instance point M in Fig. 5b and Fig. 6b). The
largest positive value of the vertical velocity is attained near point R, i.e 26 m/s. The reflection of the transverse wave
D-P at the right end of the string induces a transverse front P-W across which the velocity slightly decreases (point
N). It is useful to note that the sudden changes in curvature observed on the graph of v,(0,¢) in Fig. 7 (see also Fig.
6b) correspond to the arrival and reflection at the impacted point of a transverse wave. That can be recognized at the
point R on these figures and on Fig. 5.

During the whole damping process the vertical velocity suffers several times large variations alternating from neg-
ative values to positive values. The horizontal velocity also possesses a considerably large variation, much smaller
however than that of the vertical one.
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Fig. 7. Projectile braking. Long time behavior of the vertical velocity v, (0,7) and corresponding vertical displacement of the impact point.
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A similar analysis can be pursued for the horizontal velocity using Fig. 5a and Fig. 6a. One observes that due to
the reflection of the transverse waves X-Z and Y-P the horizontal component changes from positive values to negative
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ones. The largest positive value is attained near point Z, i.e 17.5 m/s and the lowest negative value is attained in
the neighborhood of point R, i.e. —19.5 m/s. Let us note that the frequent oscillations recorded on the graph of the
horizontal velocity in Fig. 6a are due to the longitudinal stress waves traveling in the string.

The strong damping effect of the SMA alloy string is due to the pseudo-elastic hysteretic behavior of the material,
i.e. to the direct and reverse o7 = .# phase transformation processes which accompany the front waves propagation.
It is put into evidence in Figs. 7 and Figs. 8. One can see the evolution of the velocity at the impact point, its oscillatory
displacement, the variation of the length of the string as well as the evolution of the phases in the string. After impact
the transformation fronts start to propagate near the string ends and later from the impact point (see Fig. 2a and Fig. 8)
until the two fronts meet and the string is completely transformed. In the mean time the velocity of the body in absolute
value decreases until this is completely stopped. Around this moment the string attains a maximal length of 107.2 mm,
a maximal amplitude at the impact point (—40 mm), undergoing a complete .of' — .# transformation. Afterwards the
whole string, together with the projectile, will move in the opposite direction acting as a catapult. The positive vertical
velocity increases until 39 m/s (which represents 78% from the impact velocity,) and the string completely returns in
the <7 phase, nearly recovering its initial length (point 1). Further on, the damping process continues in a repetitive
way. For instance, between points 1 and 2 (Fig. 7 and Fig. 8), the velocity of the projectile starts to decrease from a
positive to a negative value. At the moment when the velocity of the projectile is zero, the length of the string reaches
a maximum value less than 106.5 mm, which corresponds to an incomplete &/ — .# transformation of the string. At
point 2 the string recovers again completely the </ phase. Similar things happen between points 2 and 3, 3 and 4, 4
and 5.

Let us note that points 1 to 5 correspond to local maxima or minima of the projectile velocity and to minimum length
of the deformed string. Thus, at these time moments the string is completely in the <7 phase. The maximal values of
the string length correspond to the moment when the projectile stops and the partial o/ — .# transformation reaches
its maximal value. The smaller is the maximal amplitude of the string length, the smaller is the amount of transformed
martensite phase fraction in the string (see Fig. 8).

During the damping process the tension at the impact point exhibits significant variations due to the successive
longitudinal wave fronts which cross this point (Fig. 9a). If we represent this tension value versus the length of the
string (or stretch average) we can put into evidence a hysteretic behavior (Fig. 9b). The points 1 to 5 corresponds to
those in Figs. 7 and 8. They also illustrate how the loop of the hysteresis diminishes as the phase transformation of
the string is more and more incomplete.

The computation process ends at point 5 when in the string appears a state of compression and the tension becomes
negative. In this case the PDEs system for a perfectly flexible string loses its hyperbolic character and it is no more
able to describe the motion.
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Fig. 9. Long time behavior of the tension at the impact point and its hysteretic representation with respect to the length of the string.

6. Concluding remarks

In this paper we have investigated the dynamic evolution of a phase transforming string. A Maxwellian rate-type
model accounting for phase transformation phenomena has been used. The system of PDEs incorporates both geomet-
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rical nonlinearities, inherent to the description of perfectly flexible strings and physical nonlinearities corresponding
to the non-monotone character of the equilibrium curve. The analysis of the first and second order discontinuities
and of the growth/decay of propagating jumps put into evidence the capacity of the hyperbolic system to describe
wave propagation and the ”spontaneous” nucleation of phases and their evolution. The transverse impact of a string
with a projectile has been selected as an illustrative example. One captures both the propagation of phase bound-
aries and the change of shape produced by the longitudinal and transverse motion of the string. Numerical simulation
reveals that each nucleation event is a local dynamic phenomenon which generates itself longitudinal waves. This
behavior is in agreement with acoustic emissions measured in physical experiments on strain localization phenomena
and their accompanying instabilities. The results presented here show that our approach has the capability to capture
simultaneously local aspects related with the evolution of the microstructure in the SMA string and global facts of
engineering interest as the damping of a fast moving body. These outcomes may have applications to the dynamics of
smart structures.
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