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CONCENTRATION LIMIT FOR NON-LOCAL DISSIPATIVE

CONVECTION-DIFFUSION KERNELS ON THE HYPERBOLIC SPACE

MARÍA DEL MAR GONZÁLEZ, LIVIU I. IGNAT, DRAGOŞ MANEA, AND SERGIU MOROIANU

Abstract. We study a non-local evolution equation on the hyperbolic spaceHN . We first consider
a model for particle transport governed by a non-local interaction kernel defined on the tangent
bundle and invariant under the geodesic flow. We study the relaxation limit of this model to a local
transport problem, as the kernel gets concentrated near the origin of each tangent space. Under
some regularity and integrability conditions of the kernel, we prove that the solution of the rescaled
non-local problem converges to that of the local transport equation. Then, we construct a large
class of interaction kernels that satisfy those conditions.

We also consider a non-local, non-linear convection-diffusion equation on H
N governed by two

kernels, one for each of the diffusion and convection parts, and we prove that the solutions converge
to the solution of a local problem as the kernels get concentrated. We prove and then use in this
sense a compactness tool on manifolds inspired by the work of Bourgain-Brezis-Mironescu.

1. Introduction

This paper is concerned with non-local time-dependent interaction models for particles in the
hyperbolic space H

N , expressing a mixed non-local diffusion-convection behaviour:

(1.1)





∂tu(t, x) =

∫

HN

J(d(x, y))(u(t, y)− u(t, x))dµ(y)

+

∫

HN

G(x, y)(f(u(t, y))− f(u(t, x)))dµ(y)

x ∈ H
N , t ≥ 0;

u(0, x) = u0(x), x ∈ H
N .

The kernels J : [0,∞) → [0,∞) and G : HN ×H
N → [0,∞) encode the strength of the interaction

(non-local diffusion and convection, respectively) between particles at positions x and y. The
non-linearity f is a locally Lipschitz function, which will eventually be assumed to be of the form
f(r) = |r|q−1r.

We aim to analyze the behavior of the solutions of (1.1) for a family of inhomogeneously rescaled
kernels (Jε)ε>0 and (Gε)ε>0, describing, in the limit ε → 0, a concentration of the interactions
to small distances between particles. The diffusion kernel J , which depends only on the distance
between pairs of points, can be easily defined and rescaled on every complete Riemannian manifold.
One of the challenges we faced was to properly define onH

N a non-local convection kernel admitting
a meaningful rescaling and dissipating the L2 energy uniformly.

There exists a vast literature regarding evolution equations on manifolds and, in particular, on
the hyperbolic space. For instance, the heat kernel on H

N was computed explicitly and estimated
uniformly in space and time by Davies and Mandouvalos [17] (see also [23]). The existence of
asymptotic profiles for the heat equation was studied by Vázquez [34], in the case of the hyperbolic
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space and by Anker, Papageorgiou and Zhang [2], in the more general case of a symmetric spaces
of noncompact type.

The existence of solutions for a non-linear heat equation on H
N was discussed by Bandle, Pozio

and Tesei [7], whereas Banica, González and Sáez [9] studied an extension problem for the fractional
Laplacian on non-compact manifolds. The wave equation and corresponding Strichartz estimates
on H

N were analysed in [31] and [4]. The linear and non-linear Schrödinger equations on the hy-
perbolic space were studied by Banica [8] and Anker and Pierfelice [3], whereas the incompressible
Navier–Stokes system was considered by Pierfelice in [30]. Many of the results above relay on the
so-called Fourier-Helgason transform (see [24] and [12]), which can be used to simplify equations
involving the Laplace-Beltrami operator on H

N . However, this transform does not behave well
with respect to first-order differential operators such as the Riemannian gradient, hence, in the
present paper, we preferred to use a different approach to non-local and local convection-diffusion
problems.

There exists also an extensive literature on non-local diffusion-convection phenomena in Eu-
clidean space, arising for instance from the peridynamic theory of continuous mechanics [10] or
from model processes, for example, in biology, dislocations dynamics etc. [18]. From a mathemat-
ical point of view, there exist two types of non-local interaction operators that may be considered,
depending on the properties of their kernels. The first one consists of integrable (or even smooth,
compactly supported) kernels [1], whereas the second type is represented by singular kernels similar
to the fractional Laplacian [14, 29].

Our paper deals with the first type of kernels [1] for which the well-posedness and convergence of
solution to local problems have been previously studied in the Euclidean setting [27, 26], but also
in the case of non-local diffusion on quantum graphs [25]. In the Euclidean case there are various
ways to model the convection by non-local operators [27, 20] and their numerical approximations
[19, 33]. In [27, 26] the family of rescaled equations has the following form:

(1.2)





∂tu(t, x) = ε−N−2

∫

RN

J

( |y − x|
ε

)
(u(t, y)− u(t, x))dy

+ ε−N−1

∫

RN

G̃

(
y − x

ε

)
(f(u(t, y))− f(u(t, x)))dy,

x ∈ R
N , t ≥ 0;

u(0, x) = u0(x), x ∈ R
N .

for the point-pair invariant kernel J : [0,∞) → [0,∞) and the convolution kernel G̃ : RN → [0,∞).
As ε→ 0, the solutions of (1.2) converge strongly in L2((0, T )×R

N) (see [27, Th. 1.2] for kernels
J and G in S(RN ) and [26] for more general kernels) to the solution of the local convection-diffusion
problem:

(1.3)

{
∂tu(t, x) = AJ∆u(t, x)− div(f(u(t))XG)(x), x ∈ R

N , t ≥ 0;

u(0, x) = u0(x), x ∈ R
N ,

where

(1.4) AJ =
1

2N

∫

RN

J(|x|e)|x|2edx > 0

and XG = −
∫
RN G̃(x)x dx ∈ R

N . Throughout the paper, |x|e stands for the Euclidean norm of
the vector x ∈ R

N .

Convergence results in non-zero curvature. Our goal is to study this concentration phe-
nomenon outside the flat Euclidean setting, and to check whether the negative curvature has a
qualitative effect on the convergence results stated above. We focus on the hyperbolic space H

N ,
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arguably the simplest non-flat, complete non-compact Riemannian manifold. As a manifold, HN

is diffeomorphic to R
N , and it has constant sectional curvature −1.

A non-local diffusion model on H
N has been already studied in a recent paper [6]. The authors

proved that the solutions of the evolution equation

(1.5)




∂tu(t, x) =

∫
HN J(d(x, y))(u(t, y)− u(t, x))dµ(y), x ∈ H

N , t ≥ 0;

u(0, x) = u0(x), x ∈ H
N ,

corresponding to the rescaled kernels

(1.6) Jε(r) := ε−N−2J
(r
ε

)

converge uniformly to the solutions of a local heat-Beltrami equation.
Our purpose is to include another term in (1.5), corresponding to a non-local convection effect.

In this sense, we notice that, both in the Euclidean and the hyperbolic cases, the diffusion kernel
J(d(x, y)) is symmetric in x and y. On the other hand, the Euclidean non-local convection kernel

in (1.2), namely G(x, y) = G̃(y − x), is not symmetric with respect to x and y. In this way, it is

possible to get a non-zero first moment vector XG = −
∫
RN G̃(x)x dx. In the Euclidean setting,

the fact that the kernel G only depends on the difference vector y − x is essential in proving that
the sequence (uε)ε>0 remains uniformly bounded in the L2 norm as ε → 0. In fact, the following
weaker symmetry property for G is the one that plays this crucial role:

(1.7)

∫

RN

[G(x, y)−G(y, x)]dx = 0, ∀y ∈ R
N .

Definition 1.1. We call G a dissipative kernel if the integral in (1.7) is well defined and is null.

See Theorem 4.1 and Remark 4.2 for the explanation of this terminology.
The main difficulty in adapting the model (1.2) to the hyperbolic space, by adding a convection

term to (1.5) while keeping (1.7) valid, arises from the lack of an obvious analogue for the vector
y − x connecting the points x and y. To overcome this issue, we came up with a construction via
the geodesic flow on the hyperbolic space, taking into account that the injectivity radius of this
space is infinite. More precisely, we make the following assumption on the kernel G:

Hypothesis 1.2. There exists a function G̃ : THN → [0,∞) which is of class C1 outside the zero
section (i.e., on THN \ {(x, 0) : x ∈ H

N}), invariant under the Riemannian geodesic flow (Φt)t∈R
on H

N , such that, for every two distinct points x, y ∈ H
N ,

(1.8) G(x, y) := G̃(x, Vx,y),

where Vx,y ∈ TxH
N is the unique vector transporting x to y through the Riemannian exponential

mapping (i.e., expx(Vx,y) = y).

Throughout the paper, we will assume (if not stated otherwise) that the function G̃ : THN →
[0,∞) has the kind of C1 regularity specified above.

Detailed definitions and related results are given in Section 2.3. The hyperbolic analogue of
dissipativity condition (1.7) is satisfied in this setting, as proven in Proposition 4.3.

Linear transport on H
N . In the first part of the paper, we consider the linear transport problem

(i.e., we fix J ≡ 0 and f(r) = r in (1.1)), which is the archetype for a convective non-local problem
containing the essential difficulties we will face in the general case. It takes the following form:

(1.9)




∂tu(t, x) =

∫

HN

G(x, y)(u(t, y)− u(t, x))dµ(y), x ∈ H
N , t ≥ 0;

u(0, x) = u0(x), x ∈ H
N .
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The well-possedness in L2(HN ) of this non-local transport problem follows immediately if the
right hand side of equation (1.9) defines a bounded operator on L2(HN). This holds under very
weak integrability conditions on G. Moreover, Hypothesis 1.2 guarantees the crucial dissipativity
property, i.e., that the L2(HN) norm of the solution does not increase (see Theorem 4.1 for details).

Rescaling the kernel. In order to rescale the problem (1.9), we introduce the following kernel,
which gives, as ε tends to 0, more weight to the movement of particles which are close to each
other (and hence having the distance d(x, y) = |Vx,y| smaller):

(1.10) Gε(x, y) = ε−N−1G̃

(
x,

1

ε
Vx,y

)

With this notation, the rescaled problem takes the form:

(1.11)




∂tu

ε(t, x) =

∫

HN

Gε(x, y)(u
ε(t, y)− uε(t, x))dµ(y), x ∈ H

N , t ≥ 0;

uε(0, x) = u0(x), x ∈ H
N .

In order to obtain the convergence of the sequence of non-local solutions (uε)ε>0 towards the local

one, we further make some integrability and regularity assumptions concerning G̃:

Hypothesis 1.3. Let us denote kG̃ : [0,∞) → [0,∞],

kG̃(r) := sup
x∈HN ,|W |=r

G̃(x,W )

where |W | stands for the hyperbolic norm of the tangent vector W ∈ TxH
N . We assume that:

(1.12) M(G̃) := Vol(SN−1)

∫ ∞

0

kG̃(r)(1 + r) (er sinh(r))N−1 dr <∞,

where S
N−1 stands for the unit sphere in R

N .

Hypothesis 1.4. The function G̃ is such that the first moment vector field XG on H
N defined

below is of class C1:

XG(x) = −
∫

TxH
N

G̃(x,W )WdW, ∀x ∈ H
N .(1.13)

In this setting, we can formulate the first main result of this paper:

Theorem 1.5. Let G satisfy Hypotheses 1.2, 1.3 and 1.4. For any u0 ∈ L2(HN ) and every T > 0,
the family of solutions (uε)ε>0 of the problem (1.11) converges weakly in L2([0, T ], L2(HN)), as
ε → 0, to the unique weak solution (in the sense of Definition 3.2) of the local transport problem:

(1.14)




∂tu(t, x) = −div(u(t)XG)(x), x ∈ H

N , t ≥ 0;

u(0, x) = u0(x), x ∈ H
N .

Remark 1.6. Hypothesis 1.3 can be relaxed as follows:
∫ 1

0

kG̃(r)r
N−1dr <∞ and

∫ ∞

1

kG̃(r)e
ε0rdr <∞,

for a constant ε0 > 0.



CONCENTRATION LIMIT FOR CONVECTION-DIFFUSION ON THE HYPERBOLIC SPACE 5

Convection-diffusion processes on H
N . In the second part of the paper, we investigate the

same concentration phenomenon for the more general family of non-local, non-linear convection-
diffusion problems (i.e., J 6= 0, f(r) = |r|q−1r), where ε > 0:

(1.15)





∂tu
ε(t, x) = ε−N−2

∫

HN

J

(
d(x, y)

ε

)
(uε(t, y)− uε(t, x))dµ(y)

+

∫

HN

Gε(x, y)(f(u
ε(t, y))− f(uε(t, x)))dµ(y),

x ∈ H
N , t ≥ 0;

u(0, x) = u0(x), x ∈ H
N .

Our second main result is the convergence of the solutions (uε)ε>0 of the non-local problem (1.15)
to the ones of a local convection-diffusion problem, under the following hypothesis on J :

Hypothesis 1.7. The function J : [0,∞) → [0,∞) is continuous, J(0) > 0, and

(1.16) M̃(J) := Vol(SN−1)

∫ ∞

0

J(r) (1 + r2) (er sinh(r))N−1 dr <∞.

Theorem 1.8. Let J satisfy Hypothesis 1.7 and G satisfy Hypotheses 1.2, 1.3 and 1.4. Let
f(r) = |r|q−1 · r, q ≥ 1 and u0 ∈ L1(HN) ∩ L∞(HN ).

For every T > 0, the family (uε)ε>0 of C1([0,∞), L2(HN )) solutions of (1.15) converges weakly
in L2([0, T ], L2(HN )) to the unique weak solution (in the sense of Definition 8.1) of the following
local convection-diffusion problem:

(1.17)

{
ut(t, x) = AJ∆u(t, x)− div(f(u(t)) ·XG)(x), x ∈ H

N , t ≥ 0;

u(0, x) = u0(x), x ∈ H
N ,

where ∆ stands for the Laplace-Beltrami operator on H
N , the diffusivity constant AJ is:

AJ =
1

2N

∫

RN

J(|V |e)|V |2e dV,

and the vector field XG is given in (1.13).

Remark 1.9. Hypothesis 1.7 can be relaxed by requiring J to be bounded from below by a positive
constant in a neighbourhood of 0 and to satisfy:

∫ 1

0

J(r)rN−1dr <∞ and

∫ ∞

1

J(r)eε0rdr <∞,

for a constant ε0 > 0.

We emphasize that the presence of the non-local diffusion term leads to the strong convergence
on compact sets for the sequence (uε)ε>0 and also provides more regularity to the limit function.
This better behaviour follows from a compactness result (Theorem 7.1) inspired from [26] and
[1], where the authors deal with the Euclidean setting. We have adapted those results to the
general case of complete Riemannian manifolds, using chart manipulation techniques as in [28].
The condition imposed on the sequence of functions in order to obtain compactness resembles
those considered by the authors of [11] and [1].

Structure of the paper. Section 2 is a brief introduction to the Riemannian geometry of the
hyperbolic space, describing two models for it: the Poincaré ball and the upper half-space. We
also recall the properties of the geodesic flow on THN , and describe the invariant functions.

In Sections 3, 4 and 5, we study the local and the non-local transport problems, proving the
convergence of the latter to the former. Section 6 is dedicated to the construction of a rich class
of interaction kernels G which satisfy all the hypotheses 1.2, 1.3 and 1.4.
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Section 7 contains the compactness result. Sections 8, 9 and 10 contain the analysis of the local
and non-local convection-diffusion problems and the second convergence result.

2. The hyperbolic space H
N

2.1. Function spaces on Riemannian manifolds. A Riemannian metric g on a smooth N -
dimensional manifoldM is a family of scalar products in each tangent space TxM , varying smoothly
with the base point x. In local coordinates x1, . . . , xN , this means that for every 1 ≤ i, j ≤ N ,

the scalar products of the coordinate vector fields, gij(x) = g
(

∂
∂xi
, ∂
∂xj

)
, are smooth functions of

x such that gij = gji and the matrix (gij(x))i,j is positive definite.
The Riemannian density on M is defined as follows: dµg(x)(X1, . . . , XN) is the volume with

respect to the g of the parallelepiped spanned by the vectors X1, . . . , XN in the vector space TxM .
In local coordinates,

dµg(x) =
√

det gij(x) dx1 . . .dxN .

The function spaces Lp(M) for p ∈ [0,∞] are defined in an obvious way.
To simplify the notation, we denote X · Y := g(X, Y ) the metric product of the vectors X and

Y . Next, using the metric tensor g, we can define the Riemannian norm of a vector X as:

|X|g =
√
X ·X.

This leads to the definition of the spaces Lp(M,TM) of vector fields on M . In particular, for
p = 2, L2(M) and L2(M,TM) are Hilbert spaces, with the following scalar products:

(u1, u2)L2(M) =

∫

M

u1(x)u2(x)dµg(x), (X1, X2)L2(M,TM) =

∫

M

X1(x) ·X2(x)dµg(x).

By abuse of notation, we will also denote by ‖ · ‖Lp(M) the norm of a vector field in Lp(M,TM).
The differential of a smooth function u does not depend on the metric, and is given locally by

du =
∑N

i=1
∂u
∂xi
dxi. The Riemannian gradient of u, denoted by ∇u, is the vector field dual to du

with respect to g. More precisely, for every tangent vector X ,

∇u ·X = X(u).

The expression in local coordinates is the following:

∇u(x) =
N∑

i,j=1

∂u

∂xi
gij(x)

∂

∂xj
,

where gij are the coefficients of the inverse matrix of (gij(x))i,j .
The Riemannian divergence operator is a first-order differential operator on vector fields defined

as the negative of the dual of the gradient operator with respect to the L2 products. In coordinates,
for a C1 vector field X =

∑N
l=1X

l(x) ∂
∂xl

,

(2.1) divg(X) =
1√

det gij

N∑

l=1

∂

∂xl
(X l

√
det gij)

Finally, the Laplacian of a function is defined as ∆gu = divg∇gu. Note that the sign of divg and
∆g used here adopts the so-called analyst’s convention, making ∆g into a non-positive operator in
L2.

The weak gradient of a L1
loc(M) function u (if exists) is defined to be a vector field satisfying:
∫

M

∇gu ·Xdµg(V ) = −
∫

M

u divgXdµg(V ),
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for every compactly supported smooth vector field X ∈ C∞
c (M,TM).

Next, we give the definition of the Sobolev space:

W 1,p(M) = {u ∈ Lp(M) : |∇gu|g ∈ Lp(M)} , p ∈ [1,∞],

where, here, by ∇gu we understand the weak Riemannian gradient of u. The norm on this Sobolev
space is the usual one:

‖u‖W 1,p(M) = ‖u‖Lp(M) + ‖∇gu‖Lp(M).

We note that, if the manifold M is complete, the C∞
c (M) functions are dense in W 1,p(M), for

p ∈ [1,∞). See, for example, [21, Satz 2.3].
For p = 2, we have the following characterization, which follows by the Hahn-Banach extension

theorem:

(2.2) H1(M) =
{
u ∈ L2(M) : ∃Cu ≥ 0, (u, divgX)L2(M) ≤ Cu‖X‖L2(M), ∀X ∈ C∞

c (M,TM)
}
.

Moreover, the L2(M) norm of the weak gradient of u is the minimum of the admissible values for
Cu above.

2.2. The hyperbolic space. Two isometric models. We recall some classical aspects about
the hyperbolic space H

N and its Riemannian geodesic flow. We begin with a brief presentation
of two models of HN , each of them to be used when most convenient in specific computations.
Throughout the paper, if not stated otherwise, the operators∇, div, ∆ and the norm |·| correspond
to the hyperbolic metric, whereas ∇e, dive, ∆e and the norm | · |e are Euclidean. The symbol “·”
stands for the metric scalar product of vectors, either Riemannian or Euclidean, depending on the
context.

2.2.1. The Poincaré ball model. The supporting set for the Poincaré ball model for the hyperbolic
space H

N is the open unit ball BN ⊂ R
N . At every point x ∈ H

N , the tangent space TxH
N

is canonically identified with R
N , and the metric tensor is defined by the diagonal matrix gij =

λ2(x)δij , where λ is the radial function defined by

λ(x) =
2

1− |x|2e
.

The expressions of the hyperbolic gradient, divergence and Laplacian in this model are as follows:

∇f =
1

λ2
∇ef, div(Y ) =

1

λN
dive(λ

NY ), ∆f =
1

λN
dive

(
λN−2∇ef

)
,

Integration on H
N and on its tangent space at a point x in this model are defined with respect to

the volume form dµ(x) = λN(x)dx, respectively dµ(V ) = λN(x)dV :

∫

HN

f(x) dµ(x) =

∫

BN

f(x)λN(x) dx,

∫

TxH
N

f(V ) dµ(V ) = λN (x)

∫

RN

f(V ) dV.

The boundary at infinity ofHN is the set of half-infinite geodesics modulo the equivalence relation
of being asymptotically close to each other. In the unit ball model, the boundary of infinity is the
unit sphere ∂HN ≃ S

N−1. A nonconstant (unparametrised) geodesic in H
N is uniquely determined

by its initial and final points σ− 6= σ+ ∈ ∂HN .
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2.2.2. The upper half-space model. The supporting set for this model is R
N
+ = {x = (x′, xN) ∈

R
N−1 × (0,∞)}, with Riemannian metric defined by

gij(x) =
1

x2N
δij .

In this setting, the expressions of the gradient, divergence and Laplacian are:

∇f = x2N∇ef, div(Y ) = xNN dive

(
1
xN
N

Y
)
, ∆f = xNN dive

(
1

xN−2

N

∇ef
)
.

The volume form on H
N and on its tangent space at a point x become dµ(x) = x−N

N dx, respectively
dµ(V ) = x−N

N dV . In this model, the boundary at infinity is the one-point compactification of the

hyperplane {xN = 0}, that is ∂HN ≃ RN−1.
These two models of HN are isometric; an example of isometry between them is the Cayley

transform C : RN
+ → BN ,

(2.3) C(x′, xN) =
(

2x′

1 + |x|2e + 2xN
,

|x|2e − 1

1 + |x|2e + 2xN

)
, for x = (x′, xN) ∈ R

N
+ .

The isometry extends to a diffeomorphism between the boundaries at infinity by setting yN =
0, amounting to the inverse of the stereographic projection. It is a conformal diffeomorphism,
reflecting the fact that ∂HN has a well-defined conformal class, but not a preferred metric.

2.3. The geodesic flow on H
N . We recall some facts about the Riemannian geodesic flow on

H
N and we give a characterization of the functions which are invariant under the flow.

Definition 2.1. For every (x, V ) ∈ THN , let γx,V be the unique geodesic such that γ(0) = x and
γ′(0) = V . Moreover, for V 6= 0 let σ−(x, V ), σ+(x, V ) ∈ ∂HN be the initial and final points at
infinity of the geodesic γx,V (refer to Figure 1). The geodesic flow Φt(x, V ) emerging from the
point (x, V ) in the tangent bundle, at time t ∈ R, has the following form:

Φt(x, V ) = (γx,V (t), γ
′
x,V (t)).

We note that γx,V (t) = expx(tV ).

Definition 2.2. We call a function G̃ : THN → R invariant with respect to the geodesic flow
(Φt)t∈R on H

N if, for every t ∈ R and (x, V ) ∈ THN ,

G̃(x, V ) = G̃(Φt(x, V )).

For every 0 6= V ∈ TxH
N , the curve (Φt(x, V ))t∈R describes a parametrised geodesic curve of

constant speed |V | which originates at the point at infinity σ−(x, V ) ∈ ∂HN , passes through x
at t = 0, and ends at σ+(x, V ) ∈ ∂HN (This actually defines a diffeomorphism Φx(·) = σ+(x, ·)
from the unit sphere T 1

xH
N to ∂HN . The composition Φ−1

y ◦ Φx turns out to be a conformal

diffeomorphism, thus defining a conformal structure on ∂HN ). Therefore, we are able to fully
characterize the functions defined on THN which are invariant with respect to (Φt)t∈R by the
following:

Proposition 2.3. A function G̃ : THN → R is invariant with respect to the geodesic flow (Φt)t∈R
if and only if there exists a function g : ∂HN × ∂HN × (0,∞) → R such that for all V 6= 0 in
TxH

N ,

G̃(x, V ) = g(σ−(x, V ), σ+(x, V ), |V |).
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O

σ−(x, V )

σ+(x, V )

x

V

y

W

Figure 1. A geodesic through x in the Poincaré ball model, tangent to V , together
with its initial and final points. The geodesic flow transports (x, V ) ∈ THN to
(y,W ) ∈ THN , i.e., Φt(x, V ) = (y,W ) for some t > 0.

Proof. Refer again to Figure 1. There is a one-to-one correspondence between the functions which
are invariant to the geodesic flow and those defined on the set of trajectories

{
(Φt(x, V ))t∈R : (x, V ) ∈ THN

}
.

The projection of such a trajectory on the manifold is a geodesic and the flow preserves the
hyperbolic length of vectors. Every non-constant trajectory is uniquely characterised by a pair of
distinct points at in infinity σ−, σ+, together with the energy level, i.e., the speed |V |. �

2.4. Properties of the exponential mapping. The aim of the following lemma is to compute
the differential of the exponential mapping in H

N . Let P (x, y) denote the parallel transport in
THN along the unique geodesic between points x and y in H

N .

Lemma 2.4. For every x ∈ H
N and 0 6= W ∈ TxH

N , the differential of exponential mapping acts
as follows:

dW (expx)(V ) =





P (x, expx(W ))(V ), V = αW ∈ span{W}
sinh(|W |)

|W | (P (x, expx(W ))(V ), V⊥W.

In particular, the determinant of the Jacobian matrix of expx at W is:

Jexpx
(W ) =

(
sinh(|W |)

|W |

)N−1

.

Proof. We work in the Poincaré ball model, and we first apply a hyperbolic isometry such that x
becomes the origin of the Poincaré ball. The rays originating in x = 0 are geodesics, so

exp0(W ) =
tanh (|W |e)

|W |e
W.



10 MARÍA DEL MAR GONZÁLEZ, L. I. IGNAT, D. MANEA, AND S. MOROIANU

We can now compute easily for V ⊥W :

P (0, exp0(W ))(V ) =
1

cosh2 (|W |e)
V,

The conclusion follows by direct computation. �

Of course, this lemma is independent of the model we choose for the hyperbolic space.

The next lemma provides some bounds on the integrals which contain the exponential mapping
and will be used during the proofs of Theorems 1.5 and 1.8.

Lemma 2.5. Consider a fixed vector V ∈ R
N . Identifying the tangent space in each point of the

half-space model with R
N , we can view V as a vector field on the hyperbolic space. Then, for every

non-negative measurable function Ψ : HN → [0,∞),
∫

HN

Ψ(expy(yNV ))dµ(y) ≤ e(N−1)|V |e

∫

HN

Ψ(z)dµ(z).

Proof. At every point y = (y′, yN) ∈ R
N
+ , the vector yNV ∈ TyH

N ≃ R
N has length |yNV | = |V |e.

We denote by TV : HN → H
N the hyperbolic exponential of yNV :

TV (y) = expy(yNV ).

Writing V = (V ′, VN) and y = (y′, yN), it is straightforward to compute

TV (y
′, yN) =

(
y′ + yN

sinh |V |eCV

|V |e
V ′, yNCV

)
,

where

CV :=
cosh |V |e + sin θ · sinh |V |e
cos2 θ · cosh2 |V |e + sin2(θ)

∈ .

Here, θ stands for the angle between V and the horizontal hyperplane. It follows that the determi-
nant of the Jacobian of TV at y equals CV , which, in particular, is independent of y. By the change
of variables z = TV (y), we obtain that dz = CV dy and zN = CV yN , hence dµ(z) = C1−N

V dµ(y)
and the conclusion follows from the evident estimate:

e−|V |e ≤ CV ≤ e|V |e. �

3. Local linear transport on the hyperbolic space

Let X be a vector field on H
N . We consider the following local transport Cauchy problem in

divergence form:

(3.1)

{
∂tu(t, x) = −div(u(t)X)(x), x ∈ H

N , t ≥ 0;

u(0, x) = u0(x), x ∈ H
N .

For the Euclidean case we refer to [5, Ch. 3] where, besides the classical theory of Lipschitz vector
fields, the authors consider an extension to less regular vector field i.e. log-Lipschitz. For clarity
we consider here the case of C1-vector fields even though the results can be easily extended to the
Lipschitz case.
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3.1. Existence and uniqueness for the local problem. First, we recall a standard result that
guarantees the existence of classical solutions for the problem (3.1), in the more regular case of a
bounded C2 the vector field X and for initial data u0 ∈ C1(HN).

Proposition 3.1. Let X be a bounded C2 vector field on H
N . For u0 ∈ C1(HN ), the problem (3.1)

admits a classical solution in C1(R×H
N ).

Proof. Since X is a bounded and locally Lipschitz on the complete manifold H
N , its flow, denoted

by (ΦX
t )t∈R, is defined for all t ∈ R. If we denote α(x) := div(X)(x), the equation becomes:

∂tu(t, x) = −α(x)u(t, x)−∇u(t, x) ·X(x).

Hence in terms of the vector field Y := ∂t +X on R×H
N , the equation can be written as:

Y (u)(t, x) = −α(x)u(t, x).
Now, Y is also bounded and C2 on the complete Riemannian manifold R × H

N , therefore the
above equation has a unique solution given in terms of the flow (ΦY

t )t∈R, starting from the non-
characteristic hypersurface {0} ×H

N , by:

u
(
ΦY

t (0, x)
)
= exp

(
−
∫ t

0

α
(
ΦY

τ (0, x)
)
dτ

)
u(0, x).

Since ΦY
t (0, x) =

(
t,ΦX

t (x)
)
, it follows that:

(3.2) u(t, x) = exp

(
−
∫ t

0

α
(
ΦX

−τ (x)
)
dτ

)
u0(Φ

X
−t(x)),

which is indeed a C1 solution of (3.1). �

Next, we introduce the definition of weak solutions for the problem (3.1) and we prove the
existence of such solutions for L2

loc initial data. The concept of weak solution for the transport
problem (3.1) will be useful for identifying the limit in the convergence result, i.e., in the proof of
Theorem 1.5.

Definition 3.2. Let u0 ∈ L2
loc(H

N ) and X a bounded C1 vector field on H
N . We call u ∈

L2
loc([0,∞)×H

N ) a weak solution of (3.1) if, for every ϕ ∈ C1
c ([0,∞)×H

N ),

(3.3)

∫ ∞

0

∫

HN

u(t, x) [∂tϕ(t, x) +X(ϕ(t))(x)] dµ(x)dt = −
∫

HN

u0(x)ϕ(0, x)dµ(x).

Remark 3.3. An integration by parts argument implies that, if X ∈ C2(HN , THN), then classical
solutions of (3.1) are also weak solutions.

Proposition 3.4. Let X be a bounded C1 vector field. If u0 ∈ L2
loc(H

N ), then the function u given
by (3.2) is in L2

loc([0,∞)×H
N ) and is a weak solution of (3.1).

Proof. First, we prove that u ∈ L2
loc([0, T ) × H

N ). Let K be a compact set in H
N and T > 0.

Taking the L2 norm in (3.2), we obtain:

‖u(t)‖2L2(K) =

∫

K

e−2
∫ t
0
α(ΦX

−τ (x))dτ |u0(ΦX
−t(x))|2dµ(x).

Changing variables x = ΦX
t (y), we get that:

‖u(t)‖2L2(K) =

∫

ΦX
t (K)

e−2
∫ t

0
α(ΦX

t−τ (y))dτ |u0(y)|2JΦX
t
(y)dµ(y).
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Next, by Liouville’s formula ([16, Proposition 2.18, p. 152]),

d

dt
JΦX

t
(y) = div(X)(ΦX

t (y))JΦX
t
(y),

we obtain JΦX
t
(y) = e

∫ t
0
α(ΦX

τ (y))dτ and, thus,

‖u(t)‖2L2(K) =

∫

ΦX
t (K)

e−
∫ t
0
α(ΦX

t−τ (y))dτ |u0(y)|2dµ(y),

which is bounded for t ∈ [0, T ], since the vector field X is C1 and bounded. Finally, by the change
of variables x = ΦX

t (y) and using the above computation for its Jacobian, we obtain that u satisfies
(3.3). �

We now prove a uniqueness result concerning weak solutions, similar to [22, Section 2.1] for the
Euclidean case.

Theorem 3.5. Let X be a C1 vector field. For any u0 in L2
loc(H

N), there exists at most one weak
solution of (3.1),in the sense of Definition 3.2.

Proof. It is enough to prove that, if u ∈ L2
loc([0,∞)×H

N ) is such that for every T > 0 and every
ϕ ∈ C1

c ([0, T )×H
N ),

(3.4)

∫ T

0

∫

HN

u(t, x) [∂tϕ(t, x) +X(ϕ(t))(x)] dµ(x)dt = 0,

then u ≡ 0. We achieve this by considering an arbitrary T > 0 and f ∈ C∞
c ((0, T ) × H

N ), and
solving the following final value problem:

(3.5)

{
∂tϕ(t, x) +X(ϕ(t))(x) = f(t, x), x ∈ H

N , t ∈ [0, T ];

ϕ(T, x) = 0, x ∈ H
N .

The solution of (3.5) can be constructed explicitly by the method of characteristic curves:

ϕ(t, x) = −
∫ T

t

f(τ,ΦX
τ−t(x))dτ.

Since X is C1 and bounded, it follows that ϕ ∈ C1
c ([0, T )×H

N), so we can apply (3.4):

0 = (u, ∂tϕ+X(ϕ))L2(HN ) = (u, f)L2(HN ).

The conclusion follows since C∞
c ((0,∞)×H

N ) is dense in L2((0,∞)×H
N ). �

4. Non-local linear transport on the hyperbolic space

This section is dedicated to the study of the non-local transport problem (1.9). More exactly,
we prove that the problem is well-posed, for a more relaxed assumption on the kernel G and then
we return to the setting of Hypotheses 1.2 - 1.4 to obtain L2-norm decay for the solutions.

Theorem 4.1. Let G : HN ×H
N → [0,∞) be a positive measurable function satisfying

(4.1) sup
x∈HN

[∫

HN

G(x, y)dµ(y) +

∫

HN

G(y, x)dµ(y)

]
<∞.

For every u0 ∈ L2(HN ), there exists a unique solution u ∈ C∞([0,∞), L2(HN)) of the non-local
transport problem (1.9). Moreover, if we assume further that G is a dissipative kernel, namely:

(4.2)

∫

HN

[G(x, y)−G(y, x)]dµ(x) = 0,

the norm ‖u(t)‖L2(HN ) does not increase in time.
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Remark 4.2. The second statement of this theorem is the reason for which we called G a dissipative
kernel : the associated evolution problem (1.9) dissipates the L2 energy.

Proof. By assumption (4.1), there exists some M > 0 such that, for every x ∈ H
N ,

∫

HN

G(x, y)dµ(y) ≤M and

∫

HN

G(y, x)dµ(y) ≤M.

It is enough to prove that the operator LG defined by:

LG(v)(x) =

∫

HN

G(x, y)(v(y)− v(x))dµ(y)

is a bounded operator on L2(HN ) and then the problem (1.9) admits a unique solution u = etLGu0.
Indeed, for v ∈ L2(HN), by Hölder’s inequality, we obtain

‖LG(v)‖2L2(HN ) ≤
∫

HN

(∫

HN

G(x, y)|v(y)− v(x)|dµ(y)
)2

dµ(x).

≤
∫

HN

[∫

HN

G(x, y)dµ(y)

∫

HN

G(x, y)(v(y)− v(x))2dµ(y)

]
dµ(x)

≤M

∫

HN

∫

HN

G(x, y)(v(y)− v(x))2dµ(y)dµ(x).

Using the inequality |a−b|2 ≤ 2(a2+b2), we obtain that ‖LG(v)‖2L2(HN ) ≤ 2M2‖v‖L2(HN ). Therefore,

the operator LG is well-defined and bounded.
For the second statement, we multiply the equation (1.9) by u and integrate:

d

dt

(
1

2

∫

HN

|u(t, x)|2dµ(x)
)

=

∫

HN×HN

G(x, y)(u(t, y)− u(t, x))u(t, x)dµ(y)dµ(x).

We claim that the integral in the right-hand side above equals:∫

HN×HN

G(x, y)(u(t, x)− u(t, y))u(t, y)dµ(y)dµ(x).

Indeed, it is enough to notice that∫

HN×HN

G(x, y)u(t, x)2dµ(y)dµ(x) =

∫

HN×HN

G(x, y)u(t, y)2dµ(y)dµ(x),

which is a consequence of (4.2). As a result,

d

dt
‖u(t)‖2L2(HN ) = −

∫

HN×HN

G(x, y)(u(t, x)− u(t, y))2dµ(y)dµ(x) ≤ 0. �

Now we prove that that the conditions we imposed for G in the Introduction are sufficient for
(4.2) to hold. More precisely, we have the following:

Proposition 4.3. If G satisfies Hypotheses 1.2 and 1.3, then, for almost every y ∈ H
N , (4.2) is

satisfied.

Proof. First, we write the integral above in terms of G̃:

I(y) :=

∫

HN

[G(x, y)−G(y, x)]dµ(x) =

∫

HN

[
G̃(x, Vx,y)− G̃(y, Vy,x)

]
dµ(x).

Next, the invariance of G̃ with respect to the geodesic flow (see Definitions 2.1 and 2.2) implies
that:

G̃(x, Vx,y) = G̃(expx(Vx,y), γ
′
x,Vx,y

(1)).
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The definition of γx,Vx,y
and the uniqueness of geodesics implies that γ′x,Vx,y

(1) = −Vy,x, so:

I(y) =

∫

HN

[
G̃(y,−Vy,x)− G̃(y, Vy,x)

]
dµ(x).

Using that the Jacobian determinant of the exponential mapping is symmetric (for its exact form,
see Lemma 2.4), we obtain:

I(y) =

∫

TyH
N

[
G̃(y,−V )− G̃(y, V )

] ∣∣∣Jexpy(V )
∣∣∣dV,

which vanishes using the change of variables V → −V . �

Remark 4.4. A simple calculation implies that, if G satisfies Hypotheses 1.2 and 1.3, then:

sup
x∈HN

∫

HN

G(x, y)dµ(y) ≤M(G̃) and sup
x∈HN

∫

HN

G(y, x)dµ(y) ≤M(G̃).

Therefore, the kernel G also satisfies (4.1), so Theorem 4.1 is true in the particular setting of G
satisfying all the hypotheses 1.2, 1.3 and 1.4 in the Introduction.

5. Relaxation limit for the transport problem

In this section we focus on the family of rescaled problems (1.11). These rescaled problems are

all instances of (1.9), where the kernel G is replaced by Gε(x, y) = ε−N−1G̃(x, 1
ε
Vx,y). If we define

the rescaled operator LGε
on L2(HN ) by

LGε
(ψ)(x) = ε−N−1

∫

HN

G̃

(
x,

1

ε
Vx,y

)
(ψ(y)− ψ(x))dµ(y),

then (1.11) can be written as:

(5.1)

{
∂tu

ε(t, x) = LGε
(uε(t))(x), x ∈ H

N , t ≥ 0

uε(0, x) = u0(x), x ∈ H
N .

Notice that, if G̃ is invariant with respect to the geodesic flow (Φt)t∈R, then so is the rescaled
function:

G̃ε : TH
N → R, G̃ε(x, V ) = ε−N−1G̃

(
x,

1

ε
V

)
,

since γx,V (t) = εγx, 1
ε
V (tε). Therefore, we can apply Theorem 4.1 to obtain existence, uniqueness

and L2 norm decay of solutions of (5.1). We are interested in the behavior of these solutions as
ε → 0.

Before proving Theorem 1.5, we make the following remark concerning the limit local problem:

Remark 5.1. Using Lemma 2.4, we get that Hypothesis 1.3 guarantees the integrability of the

mapping W → G̃(x,W )W , for every x ∈ H
N . Therefore, the vector field XG defined in (1.13)

satisfies
‖XG‖L∞(HN ) ≤ M(G̃).

This, together with the regularity Hypothesis 1.4, implies that the existence and uniqueness results
in Section 3 can be applied for the limit problem (1.14).

The proof of Theorem 1.5 requires the following two lemmas, regarding the adjoint of the
operator LGε

. In view of Proposition 4.3, this adjoint has the following expression:

L∗
Gε
(ψ)(y) =

∫

HN

Gε(x, y)(ψ(x)− ψ(y))dµ(x), ∀ψ ∈ L2(HN ).
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Lemma 5.2. Let G satisfy Hypotheses 1.2 and 1.3. For every function ψ ∈ C1
c (H

N ),

L∗
Gε
(ψ)(y) = −

∫

TyH
N

G̃ (y,W )W ·
∫ 1

0

∇Fy(−τεW )dτρ(ε|W |)dµ(W ),

where Fy = ψ ◦ expy is the geodesic normal coordinates expression of ψ around y and

ρ(r) =

(
sinh(r)

r

)N−1

.

Proof. By the definition of Gε,

L∗
Gε
(ψ)(y) = ε−N−1

∫

HN

G̃

(
x,

1

ε
Vx,y

)
(ψ(x)− ψ(y))dµ(x).

Using that G̃ is constant along the orbits of the geodesic flow, we also have:

L∗
Gε
(ψ)(y) = ε−N−1

∫

HN

G̃

(
y,−1

ε
Vy,x

)
(ψ(x)− ψ(y))dµ(x).

The change of variables W = Vy,x, that is x = expy(W ), turns the above integral into:

(5.2) L∗
Gε
(ψ)(y) = ε−N−1

∫

TyH
N

G̃

(
y,−1

ε
W

)
(ψ(expy(W ))− ψ(y))|Jexpy(W )|dµ(W ).

In view of Lemma 2.4, Jexpy(W ) = ρ(|W |). Using this fact in (5.2), a change of variablesW → −εW
and the Fundamental Theorem of Calculus, we obtain:

(5.3)

L∗
Gε
(ψ)(y) = ε−1

∫

TyH
N

G̃ (y,W ) (Fy(−εW ))− Fy(0))ρ(ε|W |)dµ(W )

= −
∫

TyH
N

G̃ (y,W )W ·
∫ 1

0

∇Fy(−τεW )dτρ(ε|W |)dµ(W ),

which finishes the proof. �

Lemma 5.3. Let G satisfy Hypotheses 1.2 and 1.3. The following holds uniformly in ε ∈ (0, 1)

‖L∗
Gε
(ψ)‖L2(HN ) ≤M(G̃)‖∇ψ‖L2(HN ), ∀ψ ∈ H1(HN ).

This means that L∗
Gε

: H1(HN ) → L2(HN ) is a bounded operator with norm at most M(G̃).

Proof of Lemma 5.3. By density and the boundedness of L∗
Gε

on L2(HN), it is enough to prove the
lemma for ψ ∈ C1

c (H
N ). By Lemma 2.4, we obtain that:

∇Fy(−τεW ) ·W = ∇ψ(expy(−τεW )) · d−τεW (expy)(W )

= ∇ψ(expy(−τεW )) · P (y, expy(−τεW ))(W ),

where P (y, x) is the parallel transport in THN along the unique geodesic from y to x in H
N .

Plugging into Lemma 5.2, we obtain:

L∗
Gε
(ψ)(y) = −

∫ 1

0

∫

TyH
N

G̃ (y,W )P (y, expy(−τεW ))(W ) · ∇ψ(expy(−τεW ))ρ(ε|W |)dµ(W )dτ.

Since the parallel transport P is an isometry,
∣∣P (y, expy(−τεW ))(W ) · ∇ψ(expy(−τεW ))

∣∣ ≤ |W ||∇ψ(expy(−τεW ))|.



16 MARÍA DEL MAR GONZÁLEZ, L. I. IGNAT, D. MANEA, AND S. MOROIANU

Taking into account that G̃(x,W ) ≤ kG̃(|W |), we obtain:

|L∗
Gε
(ψ)(y)| ≤

∫ 1

0

∫

TyH
N

kG̃(|W |)|W ||∇ψ(expy(−τεW ))|ρ(ε|W |)dµ(W )dτ.

Next, we work on the half-space model and we transform the integral on TyH
N through the

identification TyH
N ≃ R

N , switching to Euclidean norms via the change of variables V = 1
yN
W ,

where we notice that |W | = |V |e. Therefore,

|L∗
Gε
(ψ)(y)| ≤

∫ 1

0

∫

RN

kG̃(|V |e)|V |e|∇ψ(expy(−τεyNV ))|ρ(ε|V |e)dV dτ.

Integrating on H
N , we get, via Hölder’s inequality, that ‖L∗

Gε
(ψ)‖2L2(HN ) is bounded from above by:

∫ 1

0

∫

HN

[∫

RN

kG̃(|V |e)|V |eρ(ε|V |e)dV ·
∫

RN

kG̃(|V |e)|V |eρ(ε|V |e)|∇ψ(expy(−τεyNV ))|2dV
]
dµ(y)dτ.

Since ρ is an increasing function, we get for all ε ∈ (0, 1) the inequality:
∫

RN

kG̃(|V |e)|V |eρ(ε|V |e)dV =Vol(SN−1)

∫ ∞

0

kG̃(r)rρ(εr)r
N−1dr

≤Vol(SN−1)

∫ ∞

0

kG̃(r)r sinh(r)
N−1dr ≤M(G̃).

Therefore,

‖L∗
Gε
(ψ)‖2L2(HN ) ≤M(G̃)

∫ 1

0

∫

RN

kG̃(|V |e)|V |eρ(ε|V |e)
∫

HN

|∇ψ(expy(−τεyNV ))|2dµ(y)dV dτ.

Using again that ρ is increasing, we obtain by using Lemma 2.5, for Ψ = |∇ψ|2 and for the vector
−τεV , that, ∀ε ∈ (0, 1),

‖L∗
Gε
(ψ)‖2L2(HN ) ≤M(G̃)‖∇ψ‖2L2(HN )

∫

RN

kG̃(|V |e)|V |eρ(|V |e)e(N−1)|V |edV.

Since∫

RN

kG̃(|V |e)|V |eρ(|V |e)e(N−1)|V |edV = Vol(SN−1)

∫ ∞

0

kG̃(r)r sinh(r)
N−1e(N−1)rdr ≤M(G̃),

it follows that L∗
Gε

: H1(HN ) → L2(HN ) is bounded with norm less than M(G̃). �

Lemma 5.4. Let G satisfy Hypotheses 1.2 and 1.3. Then, for every ψ ∈ H1(HN ),

(5.4) lim
ε→0

‖L∗
Gε
(ψ)−XG̃(ψ)‖L2(HN ) = 0.

Proof of Lemma 5.4. The proof consists of three steps:

Step 1 : We further assume that G̃ is C1 and has uniform compact support away from the null

vector in each tangent fiber, which means that there exists some r0 > 1 such that, if |W | /∈
[

1
r0
, r0

]
,

G̃(y,W ) = 0, ∀y ∈ H
N .

This is equivalent to kG̃ defined in Hypothesis 1.3 being compactly supported in (0,∞).
In view of Lemma 5.2,

L∗
Gε
(ψ)(y) = −

∫

A
TyHN [r−1

0
,r0]

G̃ (y,W )W ·
∫ 1

0

∇Fy(−τεW )dτρ(ε|W |)dµ(W ),
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where ATyH
N [r−1

0 , r0] stands for the annular domain in TyH
N centred at the origin, with radius

inner radius 1
r0

and outer radius r0:

ATyH
N [r−1

0 , r0] :=

{
W ∈ TyH

N : |W | ∈
[
1

r0
, r0

]}
.

Since we work with continuous functions on compact domains, we can apply dominated convergence
in the integral above. Using that ρ(0) = 1,

XG̃(y) = −
∫

TyH
N

G̃ (y,W )Wdµ(W ) and XG̃(ψ)(y) = XG̃(y) · ∇Fy(0),

we arrive to:

(5.5) lim
ε→0

L∗
Gε
(ψ)(y) = XG̃(ψ)(y), ∀y ∈ H

N .

Taking into account that G̃(y,W ) = 0 for any y ∈ H
N and any |W | < r0, it follows that L

∗
Gε
(ψ)

vanishes outside Kr0 := {y ∈ H
N : d(y,K) ≤ r0}, where K is the support of ψ. This enables

us to further apply dominated convergence in (5.5) to finish the proof of (5.4) in the compactly
supported case.

Step 2: We approximate the function G̃ with compactly supported functions with respect to the
tangent vector, like those considered in Step 1.

More precisely, for every η > 0, we construct a function G̃η : THN → [0,∞) invariant with
respect to the geodesic flow such that:

(5.6) G̃η ≤ G̃,

(5.7) kG̃η has compact support in (0,∞)

and

(5.8) M(G̃− G̃η) ≤ η.

The construction is done as follows: since G̃ satisfies Hypothesis 1.3, we can take Rη > 0 such
that:

Vol(SN−1)

∫

R\[ 1

Rη
,Rη ]

kG̃(r)(1 + r)(er sinh(r))N−1dr < η.

We further consider a smooth non-negative function φη which is equal to 1 on [ 1
Rη
, Rη], less then

or equal to 1 on R and vanishes on [0, 1
Rη+1

] ∪ [Rη + 1,∞). We finally set:

G̃η(x, V ) := G̃(x, V )φη(|V |),
so that properties (5.6)-(5.8) are obviously satisfied.

Let Gη : HN ×H
N → [0,∞),

(5.9) Gη(x, y) = G̃η(x, Vx,y).

Also let Xη be the first moment vector field corresponding to G̃η, which has the form:

(5.10) Xη(x) = −
∫

TxH
N

G̃η(x,W )Wdµ(W ).

Therefore, Remark 5.1 implies that:

‖X −Xη‖L∞(HN ) ≤ M(G̃− G̃η) ≤ η,
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which, together with the pointwise estimate:

(5.11) |X(ψ)−Xη(ψ)| = |∇ψ · (X −Xη)| ≤ ‖X −Xη‖L∞(HN )|∇ψ|, ∀ψ ∈ H1(HN ),

leads to:

(5.12) ‖X(ψ)−Xη(ψ)‖L2(HN ) ≤ η‖∇ψ‖L2(HN ).

On the other hand, we apply Lemma 5.3 for the function G−Gη, together with (5.8) to obtain:

(5.13) ‖L∗
Gε
(ψ)− L∗

Gη
ε
(ψ)‖L2(HN ) ≤ η‖∇ψ‖L2(HN ), ∀ε ∈ (0, 1).

Moreover, applying the compactly supported case (Step 1) to Gη, we obtain that, for ψ ∈ C1
c (H

N ),
we have:

(5.14) lim
ε→0

‖L∗
Gη

ε
(ψ)−Xη(ψ)‖L2(HN ) = 0.

The triangle inequality for the L2(HN ) norms:

‖L∗
Gε
(ψ)−X(ψ)‖L2(HN )

≤ ‖L∗
Gε
(ψ)− L∗

Gη
ε
(ψ)‖L2(HN ) + ‖L∗

Gη
ε
(ψ)−Xη(ψ)‖L2(HN ) + ‖Xη(ψ)−X(ψ)‖L2(HN ),

together with (5.13), (5.14) and (5.12), leads to (5.4).

Step 3 : Estimates (5.11) and (5.13) allow us to prove that (5.4) is valid for any ψ ∈ H1(HN). �

We are now able to write the:

Proof of Theorem 1.5. Theorem 4.1 implies that, for every T > 0, the family (uε)ε>0 is bounded
in L2([0, T ], L2(HN )), so we can extract a subsequence that converges weakly, as ε → 0, to some
u ∈ L2([0, T ], L2(HN)). From Lemma 5.3 and Lemma 5.4 we deduce by dominated convergence
that L∗

Gε
ϕ→ X(ϕ) in L2((0, T ), L2(HN)) and then:

∫ ∞

0

∫

HN

u(t, x)∂tϕ(t, x)dµ(x)dt

= lim
ε→0

∫ ∞

0

∫

HN

uε(t, x)∂tϕ(t, x)dµ(x)dt

= −
∫

HN

u0(x)ϕ(0, x)dµ(x)− lim
ε→0

∫ ∞

0

∫

HN

∂tu
ε(t, x)ϕ(t, x)dµ(x)dt

= −
∫

HN

u0(x)ϕ(0, x)dµ(x)− lim
ε→0

∫ ∞

0

∫

HN

LGε
(uε(t))(x)ϕ(t, x)dµ(x)dt

= −
∫

HN

u0(x)ϕ(0, x)dµ(x)− lim
ε→0

∫ ∞

0

∫

HN

uε(t, x)L∗
Gε
(ϕ(t))(x)dµ(x)dt

= −
∫

HN

u0(x)ϕ(0, x)dµ(x)−
∫ ∞

0

∫

HN

u(t, x)X(ϕ(t))(x)dµ(x)dt,

which means, by Definition 3.2 and Theorem 3.5, that u is the unique weak solution of problem
(1.14). In conclusion, since every subsequence of the initial sequence (uε)ε>0 admits a subsequence
weakly convergent to the same function u, then the weak convergence uε ⇀ u is valid for the whole
initial family of solutions (uε)ε>0. �
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6. A large class of functions G satisfying the assumptions of Theorem 1.5

In this section, we work on the Poincaré ball model to provide an explicit construction of a very
general class of functions G satisfying Hypotheses 1.2, 1.3 and 1.4. As outlined in Section 2.3, we
construct a function g : SN−1 × S

N−1 × (0,∞) → [0,∞), such that, if

G̃(x, V ) = g(σ−(x, V ), σ+(x, V ), |V |),
for any V 6= 0 in TxH

N , then Hypotheses 1.3 and 1.4 are satisfied.

Proposition 6.1. If g : SN−1 × S
N−1 × (0,∞) → [0,∞) has the separated variables expression

g(σ−, σ+, r) = g1(σ
−, σ+)ξ(r)

such that g1 : S
N−1 × S

N−1 → [0,∞) and ξ : (0,∞) → [0,∞) are C1 and ξ satisfies:

(6.1)

∫ ∞

0

ξ(r)(1 + r)(er sinh(r))N−1dr <∞,

then G̃(x, V ) = g(σ−(x, V ), σ+(x, V ), |V |) satisfies Hypotheses 1.2, 1.3 and 1.4.

Proof. Proposition 2.3 implies that G̃ is invariant under the geodesic flow.

Next, since G̃(x, V ) ≤ ‖g1‖∞ ξ(|V |) and g1 is continuous on the compact space S
N−1 × S

N−1, it

is clear that G̃ satisfies Hypothesis 1.3.
We prove now that the vector field XG̃ is C1. Indeed, we recall that:

XG̃(x) =

∫

TxH
N

G̃(x, V )V dµ(V ) =

∫

TxH
N

g1(σ
−(x, V ), σ+(x, V ))ξ(|V |)dµ(V ).

Writing this in polar coordinates and taking into account that

σ−(x, V ) = σ−

(
x,

V

|V |

)
and σ+(x, V ) = σ+

(
x,

V

|V |

)

(both vectors V and V
|V |

describe the same geodesic), we obtain:

(6.2) XG̃(x) =

∫ ∞

0

ξ(r)rN−1dr

∫

T 1
xH

N

g1(σ
−(x, τ), σ+(x, τ))dµ(τ),

where T 1
xH

N stands for the unit sphere in TxH
N .

Since, for a compact neighbourhood Vx of x ∈ H
N , the set

T 1Vx =
⋃

y∈Vx

T 1
yH

N

is compact and the functions σ− and σ+ are smooth on this set, we obtain by (6.2) and the fact
that g1 is of class C1, that the vector field XG̃ is also C1. �

From the proof above, it is clear that we can relax the conditions on the function g1 in the sense
that we require it to be bounded, but C1 only outside the diagonal {(σ, σ)} ⊂ S

N−1 × S
N−1.

7. Compactness result on manifolds

In this section, we state and prove a compactness result for functions defined on a general class
of Riemannian manifolds. This compactness tool is the manifold analogue of [26, Theorem 3.1],
which is in turn based on [1, Theorem 6.11] and it will allow us to prove the convergence of the
solutions of the non-local non-linear convection-diffusion problem (1.15) to the solution of the local
one. The result is contained in the following:
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Theorem 7.1. Let (M, g) be a N-dimensional complete connected Riemannian manifold and Λ :
[0,∞) → [0,∞) a continuous function such that Λ(0) > 0. We denote Λε(r) =

1
εN

Λ
(
r
ε

)
, ε > 0.

Let T > 0 and (uε)ε>0 a bounded family of functions in L2([0, T ], L2(M)) such that

(7.1) ε−2

∫ T

0

∫

M×M

Λε(d(x, y))|uε(t, y)− uε(t, x)|2dµg(x)dµg(y)dt ≤ Γ <∞, ∀ε > 0.

(1) If uε converges weakly to some u ∈ L2([0, T ], L2(M)), then u ∈ L2([0, T ], H1(M)) and there
exists a constant C which only depends on T , M and Λ, such that

∫ T

0

‖∇gu(t)‖2L2(M)dt ≤ C Γ.

(2) If, in addition, ‖∂tuε‖L2([0,T ],H−1(M)) is uniformly bounded in ε > 0, then (uε)ε>0 has a
subsequence which converges strongly in L2([0, T ], L2

loc(M)).

Remark 7.2. Since condition (7.1) is also satisfied for any Λ̃ ≤ Λ, we can assume during the
proofs that Λ is smooth, compactly supported and non-increasing, as in the Euclidean version [26,
Theorem 3.1].

The main idea of the proof of Theorem 7.1 is to transfer the functions defined on M to subsets
of the Euclidean space, for which the conclusion is true by [26, Theorem 3.1]. In this sense, the
following chart covering lemma, inspired from [28, Lemma 3.1], essentially flattens the manifold
M locally to subsets of RN .

Lemma 7.3. Let E ⊆ M a compact set, then for each η ∈ (0, 1), there exists a finite family

(Uk)
Q
k=1 , Q = Q(η), of bounded open sets of M such that:

i) Uk ∩ Ul = ∅, ∀k 6= l and the closures (Uk)
Q
k=1 cover E.

ii) for every k = 1, . . . , Q, the set Uk can be written as the intersection of a countable family
(U τ

k )
∞
τ=1 of sets contained in the domain of a coordinate chart (Vk, φk) such that every set

U τ
k is a finite union of disjoint smooth bounded domains.

iii) for every k = 1, . . . , Q, the following properties are satisfied:

(1− η) |φk(x)− φk(y)|e ≤ d(x, y) ≤ (1 + η) |φk(x)− φk(y)|e ,

1− η ≤
√

det gij(x) ≤ 1 + η,

for every x, y ∈ Vk. Here, (gij)i,j is the matrix corresponding to the metric tensor in the
local chart (Vk, φk).

iv) For every k = 1, . . . , Q, the operator norm ‖dφk|x‖(TxM→RN ) of dφk|x : (TxM, | · |g) →(
R

N , | · |e
)
is bounded by:

1− η ≤ ‖dφk|x‖(TxM→RN ) ≤ 1 + η,

for every x ∈ Vk.
v) the boundary of Uk has zero volume, for every k = 1, . . . , Q.

Proof. For every point x ∈ E we consider (Vx, φx) normal geodesic coordinates around x, restricted
such that the chart domain Vx is a ball and properties iii)-iv) above are satisfied. Now, we
consider the family (Wx)x∈E of balls concentric with Vx, but with half radius and extract the finite

subcover (Wk)
Q
k=1 of E. The family (Uk)

Q
k=1 is constructed as follows: U1 = W1, U2 = W2 \ U 1,

U3 =W3 \ U1 ∪ U2 and so on. We obtain that properties i) and v) above are satisfied.
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A classical result attributed to Whitney implies that every Uk is the set of zeros of a smooth
function ζk : M → [0,∞), which in turn equals 1 outside a large compact set. Sard’s lemma
provides us a sequence (στ )τ≥1 converging to zero as τ → ∞, of regular values of ζk. Considering:

U τ
k = ζ−1

k ([0, στ ]),

it follows that U τ
k is a smooth compact manifold with boundary ζ−1

k (στ ), so property ii) is satisfied.
We further remark that U τ

k has finitely many connected components. �

We also need the following result related to [1, Theorem 6.11, p. 128], concerning the Euclidean
case:

Lemma 7.4. Let T > 0, Ω be a open and non-empty set of RN and Λ as in Theorem 7.1. If
there exists a positive constant Γ̃ such that (fε)ε>0 converges weakly to f in L2([0, T ], L2(Ω)) and
satisfies:

ε−2

∫ T

0

∫

Ω×Ω

Λε(|y − x|e)|fε(t, y)− fε(t, x)|2dxdydt ≤ Γ̃, ∀ ε > 0,

then f ∈ L2((0, T ), H1(Ω)) and there exists a positive constant C(N,Λ) such that:

‖∇ef‖2L2([0,T ],L2(Ω)) ≤ C Γ̃.

Proof. We follow the proof of [1, Theorem 6.11 (1.i)] and introduce f , the extension of f by zero
outside of Ω. It satisfies

∫ T

0

∫

RN

∫

Ω

Λ(|z|e)χΩ(x+ εz)

∣∣∣∣
fε(t, x+ εz)− fε(t, x)

ε

∣∣∣∣
2

dxdzdt ≤ Γ̃,

and, up to a subsequence,

(Λ(|z|e))
1

2χΩ(x+ εz)
fε(t, x+ εz)− fε(t, x)

ε
⇀ (Λ(|z|e))

1

2z · ∇ef(t, x), in L
2((0, T )× R

N × Ω).

Therefore, using that the strong norm in a Banach space is weakly lower semicontinuous, we obtain:
∫ T

0

∫

RN

∫

Ω

Λ(|z|e)|z · ∇ef(t, x)|2dxdzdt ≤ Γ̃.

Since

C1 :=

∫

RN

Λ(|z|e)|z · ω|2dz, ω ∈ S
N−1,

is independent on the choice of the unit vector ω ∈ S
N−1 the conclusion follows with C = 1

C1
�

Proof of Theorem 7.1. Let us consider a time-dependent smooth vector field X with supp(X) ⊆
[0, T ]×E for some compact set E ⊂M . In order to conclude that u ∈ L2([0, T ], H1(M)), we look
for a positive constant Cu independent of X such that:

(7.2)

∣∣∣∣
∫ T

0

∫

M

u divg(X)dµgdt

∣∣∣∣ ≤ Cu‖X‖L2([0,T ],L2(M)).

For the set E above, we consider the construction in Lemma 7.3, for an arbitrary η ∈ (0, 1).
In this setting, we denote Xk the expression of X in local coordinates given by (Vk, φk) and, by
Lemma 7.3 iii)-iv), we obtain:
(7.3)

‖Xk‖2L2(φk(U
τ
k
)) =

∫

φk(U
τ
k
)

|Xk(a)|2eda =

∫

Uτ
k

|dφk(X)(x)|2e
1√

det gij(x)
dµg(x) ≤

(1 + η)2

1− η
‖X‖2L2(Uτ

k
) .
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For every k = 1, . . . , Q and every τ ≥ 1, we obtain:

ε−2

∫ T

0

∫

Uτ
k
×Uτ

k

Λε(d(x, y))|uε(y)− uε(x)|2dµg(x)dµg(y)dt ≤ Γ.

Next, we transport everything through the chart map φk and get:

ε−2

∫ T

0

∫

φk(U
τ
k
)×φk(U

τ
k
)

Λε(d(φ
−1
k (a), φ−1

k (b)))|uε ◦ φ−1
k (b)− uε ◦ φ−1

k (a)|2

×
√

det gij(φ
−1
k (a))

√
det gij(φ

−1
k (b))dadbdt ≤ Γ.

From Lemma 7.3, since Λ is non-increasing (see Remark 7.2), we obtain that, for uεk := uε ◦ φ−1
k ,

it holds:

ε−2

∫ T

0

∫

φk(U
τ
k
)×φk(U

τ
k
)

Λε((1 + η)|b− a|e)|uεk(b)− uεk(a)|2dadbdt ≤
Γ

(1− η)2
.

Since η ∈ (0, 1) we denote Λ̃ε(r) := Λε(2r) and we obtain:

(7.4) ε−2

∫ T

0

∫

φk(U
τ
k
)×φk(U

τ
k
)

Λ̃ε(|b− a|e)|uεk(t, b)− uεk(t, a)|2dadbdt ≤
Γ

(1− η)2
.

Next, we transfer the weak convergence uε ⇀ u through the chart map φk using the same changes
of variables from above and obtain that:

uεk ⇀ uk := u ◦ φ−1
k in L2([0, T ], φk(U

τ
k )).

We use (7.4) and Lemma 7.4 to obtain that uk ∈ L2([0, T ], H1(φk(U
τ
k ))) and there exists a constant

C = CΛ̃ with

(7.5)

∫ T

0

‖∇euk‖2L2(φk(U
τ
k
)) ≤

CΓ

(1− η)2
.

Let (δk)
Q
k=1 a partition of unity subordinated to the cover (U τ

k )
Q
k=1 (see [13, Lemma 9.3]). Then,

for almost every t ∈ [0, T ],

(7.6)

∫

M

u(t) divg(X)dµg =

Q∑

k=1

∫

Uτ
k

u(t) divg(δkX)dµg.

Next, to simplify writing, we drop the time dependence. For every k = 1, . . . , Q,

(7.7)

∫

Uτ
k

u divg(δkX)dµg =

∫

φk(U
τ
k
)

u(φ−1
k (a)) divg(δkX)(φ−1

k (a))
√
det gij(φ

−1
k (a)) da.

Now, we denote δ̃k = δk ◦ φ−1
k and recall that Xk is the expression of X in the local coordinates

given by (Vk, φk). The expression of the Riemannian divergence (2.1) in these coordinates implies
that that the right hand side integral in (7.7) is equal to:

∫

φk(U
τ
k
)

uk dive

(
δ̃kXk

√
det(gij ◦ φ−1

k )

)
da.

We use that for a.e. t ∈ (0, T ), uk(t) ∈ H1(U τ
k ) and δkXk has compact support in U τ

k to obtain
that: ∫

Uτ
k

u divg(δkX)dµg =

∫

φk(U
τ
k
)

δ̃k∇euk ·Xk

√
det(gij ◦ φ−1

k ) da.
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Next, using the third property in Lemma 7.3 and the estimate on Xk in (7.3) we get that:
(7.8)∣∣∣∣∣

∫

Uτ
k

u divg(δkX)dµg

∣∣∣∣∣ ≤ (1+η)‖∇euk‖L2(φk(U
τ
k
))‖Xk‖L2(φk(U

τ
k
)) ≤

(1 + η)2

(1− η)1/2
‖∇euk‖L2(φk(U

τ
k
))‖X‖L2(Uτ

k
).

Integrating with respect to time variable, relations (7.5) and (7.8) imply that:
∣∣∣∣∣

∫ T

0

∫

Uτ
k

u divg(δkX)dµgdt

∣∣∣∣∣ ≤
(1 + η)2

(1− η)
3

2

√
C Γ ‖X‖L2([0,T ],L2(Uτ

k
)) .

Considering the sum over k = 1, . . . , Q, equality (7.6) implies:
∣∣∣∣
∫ T

0

∫

M

u divgX dµgdt

∣∣∣∣ ≤
(1 + η)2

(1− η)
3

2

√
C Γ

Q∑

k=1

‖X‖L2([0,T ],L2(Uτ
k
)) .

Since this is true for all τ = 1, 2, . . ., we obtain by Lemma 7.3 v) that:
∣∣∣∣
∫ T

0

∫

M

u divgX dµgdt

∣∣∣∣ ≤
(1 + η)2

(1− η)
3

2

√
C Γ

Q∑

k=1

‖X‖L2([0,T ],L2(Uk))
=

(1 + η)2

(1− η)
3

2

√
C Γ ‖X‖L2([0,T ],L2(M)) .

Now, we take the limit as η tends to 0 and get:
∣∣∣∣
∫ T

0

∫

M

u divgX dµgdt

∣∣∣∣ ≤
√
C Γ ‖X‖L2([0,T ],L2(M)) ,

so we are in the setting of (7.2). We deduce that u ∈ L2([0, T ], H1(M)) with
∫ T

0

‖∇gu(t)‖2L2(M)dt ≤ C Γ.

We have proved the first part of Theorem 7.1.
To deal with the second part of the theorem, it suffices to prove the strong convergence uε → u

in L2([0, T ], L2(U τ
k )) up to a subsequence, for every k and τ . As usual, we transfer the problem on

the Euclidean space via φk and apply the known Euclidean result ([26, Theorem 3.1]).

Indeed, let uεk as above. We will show that there is a constant K̃ > 0 such that, for every ε > 0
and ϕ ∈ C∞

c ((0, T )× φk(U
τ
k )):∣∣∣∣∣

∫ T

0

∫

φk(U
τ
k
)

uεk(t, a)∂tϕ(t, a)dadt

∣∣∣∣∣

2

≤ K̃

∫ T

0

‖ϕ(t)‖2H1(φk(U
τ
k
))dt,

assuming that we know that there exists K > 0 such that:

(7.9)

∣∣∣∣∣

∫ T

0

∫

Uτ
k

uε(t, x)∂tψ(t, x)dµg(x)dt

∣∣∣∣∣

2

≤ K

∫ T

0

‖ψ(t)‖2H1(Uτ
k
)dt,

for every ε > 0 and ψ ∈ C∞
c ((0, T )× U τ

k ). For details about these equivalent characterizations of
the norm ‖∂tu‖L2([0,T ],H−1) see [35, Propositions 23.20 and 23.23].

For ϕ ∈ C∞
c ((0, T )× φk(U

τ
k )), the third part of Lemma 7.3, together with (7.9) implies that:

∣∣∣∣∣

∫ T

0

∫

φk(U
τ
k
)

uεk(t, a)∂tϕ(t, x)dadt

∣∣∣∣∣

2

=

∣∣∣∣∣

∫ T

0

∫

Uτ
k

uε(t, x)∂tϕ(t, φk(x))
1√

det gij(x)
dµg(x)dt

∣∣∣∣∣

2

≤ K

(1− η)2

∫ T

0

∫

Uτ
k

[
|ϕ(t, φk(x))|2 + |∇g[ϕ(t, φk(x))]|2g

]
dµg(x)dt
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Since, by the fourth part of Lemma 7.3,

|∇g[ϕ(φk(x))]|g = ‖d(ϕ ◦ φk)x‖(TxM→R) ≤ ‖dϕφk(x)‖(RN→R)‖dφk‖(TxM→RN ) ≤ (1 + η)|∇eϕ(φk(x))|e,
we change variables to the Euclidean space and obtain:

∣∣∣∣∣

∫ T

0

∫

φk(U
τ
k
)

uεk(t, a)∂tϕ(t, x)dadt

∣∣∣∣∣

2

≤ K(1 + η)3

(1− η)2

∫ T

0

‖ϕ(t)‖2H1(φk(U
τ
k
))dt.

Therefore, we proved that ‖∂tuεk‖L2([0,T ],H−1(φk(Uτ
k )))

is uniformly bounded in ε > 0, and,

since the set φk (U
τ
k ) has finitely many connected components, each of them being a smooth

domain, [26, Theorem 3.1] implies that, up to a subsequence, (uεk)ε>0 converges strongly to uk in
L2([0, T ], φk(U

τ
k )). With the same change of variables that we used extensively in this proof, we

get that (uε)ε>0 converges strongly to u in every L2([0, T ], L2(U τ
k )), so the latter convergence takes

place in L2([0, T ], L2
loc(M)). �

8. Local non-linear convection-diffusion on the hyperbolic space

In this section, we turn our attention towards a local non-linear convection-diffusion problem
on the hyperbolic space. The positive constant A represents the diffusivity coefficient, whereas
the locally Lipschitz real function f , together with the bounded C1 vector field X , will act as the
non-linear convection term for the particle system.

(8.1)

{
∂tu(t, x) = A∆u(t, x)− div(f(u(t))X)(x), x ∈ H

N , t ≥ 0;
u(0, x) = u0(x), x ∈ H

N .

Definition 8.1. Let u0 ∈ L2(HN) ∩ L∞(HN ). We call

(8.2) u ∈ L := C([0,∞), L2(HN )) ∩ L2
loc([0,∞), H1(HN )) ∩ L∞([0,∞), L∞(HN ))

a weak solution of (8.1) if, for every ϕ ∈ C1
c ([0,∞), H1(HN )),

(8.3)

∫ ∞

0

∫

HN

u(t, x)∂tϕ(t, x)dµ(x)dt +

∫

HN

u0(x)ϕ(0, x)dµ(x)

=

∫ ∞

0

∫

HN

[A∇u(t, x) · ∇ϕ(t, x)− f(u(t, x))X(x) · ∇ϕ(t, x)] dµ(x)dt.

We prove an equivalent formulation of the definition above:

Proposition 8.2. A function u belonging to the space L defined in (8.2) satisfies (8.3) if and only
if ∂tu ∈ L2

loc([0,∞), H−1(HN )) and u satisfies:

(8.4)





〈∂tu(t), ψ〉H−1(HN ),H1(HN ) + A

∫

HN

∇u(t) · ∇ψ dµ(x) =

∫

HN

f(u(t))X(x) · ∇ψ dµ(x),

∀ψ ∈ H1(HN), a.e. t ≥ 0;
u(0) = u0.

Proof. Let T > 0 fixed. The direct statement follows by considering ϕ(t, x) = η(t)ψ(x), with
η ∈ C1

c ([0, T )) and ψ ∈ H1(HN ). Indeed, we choose η such that η(0) = 0 and obtain the first line
in (8.4) by [15, Definition 1.4.28]. Next, we remark that, by density, (8.3) also takes place when
η ∈ H1([0, T ]) with η(T ) = 0. Choosing

η(t) =

{
− t

r
+ 1, t ∈ [0, r]

0, otherwise

we obtain, by letting r → 0, that u(0) = u0.
The converse statement follows by replacing ψ with ϕ(t) in the first line of (8.4) and using [15,

Theorem 1.4.35]. �
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Next, we prove the uniqueness of weak solutions:

Proposition 8.3. For every u0 ∈ L2(HN ) ∩ L∞(HN), there exists at most one u satisfying the
properties in Proposition 8.2.

Proof. Let T > 0, u1, u2 ∈ L with ∂tu1, ∂tu2 ∈ L2([0, T ], H−1(HN )) and such that u1, u2 satisfy
(8.4) with u1(0) = u2(0) = u0. Denoting v = u1 − u2, we obtain that, for every ϕ ∈ H1(HN ),

(8.5) 〈∂tv(t), ϕ〉H−1(HN ),H1(HN )+A

∫

HN

∇v(t)·∇ϕ dµ(x) =

∫

HN

[f(u1(t))−f(u2(t))]X(x)·∇ϕ dµ(x).

Testing the equality above against ϕ = v(t), we get (see [32, Chapter III, Lemma 1.2]) that:

d

dt

∫

HN

|v(t)|2dµ(x) + A

∫

HN

|∇v|2dµ(x) =
∫

HN

[f(u1)− f(u2)]X · ∇v(t)dµ(x)

Since u1, u2 ∈ L∞([0,∞), L∞(HN)), f is locally Lipschitz, and X is a bounded vector field, it
follows that there exists a constant L ≥ 0 such that:

d

dt

∫

HN

|v(t)|2dµ(x) + A

∫

HN

|∇v|2dµ(x) ≤ L

∫

HN

|v| |∇v|dµ(x).

The inequality ab ≤ L
4A
a2 + A

L
b2 applied in the RHS above implies that:

d

dt

∫

HN

|v(t)|2dµ(x) ≤ L2

4A

∫

HN

|v(t)|2dµ(x).

By Gronwall’s lemma, it follows that v = 0, so the weak solution is unique. �

9. Non-local non-linear convection-diffusion on hyperbolic space

This section is concerned with the basic analysis of the non-local non-linear convection-diffusion
problem (1.1).

9.1. A priori norm estimates. We will study problem (1.1) for the initial data

u0 ∈ Z := L1(HN ) ∩ L∞(HN )

and we will look for solutions u ∈ C1([0, T ],Z). Before proving the existence and uniqueness of
solutions, we need some a priori estimates on the L1 and L∞-norms:

Proposition 9.1. Assume that J : [0,∞) → [0,∞) is such that
∫∞

0
J(r)(sinh(r))N−1dr <∞ and

G : HN ×H
N → [0,∞) satisfies (4.1) and (4.2). Also let f be a non-decreasing, locally Lipschitz

real function.
If T > 0, u0 ∈ Z and u ∈ C1([0, T ],Z) is a solution of (1.1), then ‖u(t)‖L1(HN ) ≤ ‖u0‖L1(HN )

and ‖u(t)‖L∞(HN ) ≤ ‖u0‖L∞(HN ), for every t ∈ [0, T ].

Proof. Without loss of generality, we can assume f(0) = 0, since it makes no difference in (1.1) if
we consider the function f − f(0) instead of f .

To prove the L1-estimate, we notice that:

d

dt

∫

HN

|u(t, x)|dµ(x) =
∫

HN×HN

J(d(x, y))(u(t, y)− u(t, x))sgn(u(t, x))dµ(y)dµ(x)

+

∫

HN×HN

G(x, y)(f(u(t, y))− f(u(t, x)))sgn(u(t, x))dµ(y)dµ(x).
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We only prove that the second integral in the right-hand side is non-positive since, in fact, the first
integral is a particular case of the second one.∫

HN×HN

G(x, y)(f(u(t, y))− f(u(t, x)))sgn(u(t, x))dµ(y)dµ(x)

≤
∫

HN×HN

G(x, y)|f(u(t, y))|dµ(y)dµ(x)−
∫

HN×HN

G(x, y)|f(u(t, x))|dµ(y)dµ(x),

which vanishes by (4.2). We have used that, since f is non-decreasing and f(0) = 0, then
sgn(f(r)) = sgn(r). Therefore, we have shown the L1-norm estimate of the solution.

For the L∞ part, we generalise the results in [27, Lemma 3.1].

Lemma 9.2. Let G : HN ×H
N → [0,∞) satisfy (4.1) and (4.2). Then, for every θ ∈ L1(HN) and

every δ ≥ 0,∫

{θ(x)≥δ}

∫

HN

G(x, y)θ(y)dµ(y)dµ(x) ≤
∫

{θ(x)≥δ}

θ(x)

∫

HN

G(x, y)dµ(y)dµ(x)

and ∫

{θ(x)≤−δ}

∫

HN

G(x, y)θ(y)dµ(y)dµ(x) ≥
∫

{θ(x)≤−δ}

θ(x)

∫

HN

G(x, y)dµ(y)dµ(x).

Proof of the Lemma. We will only prove the first part, since the second one follows by replacing θ
with −θ. We begin with the case δ = 0. Using that θ χ{θ≤0} and G are non-negative, a change of
variables implies:∫

{θ(x)≥0}

∫

HN

G(x, y)θ(y)dµ(y)dµ(x) ≤
∫

{θ(x)≥0}

∫

{θ(y)≥0}

G(x, y)θ(y)dµ(y)dµ(x)

=

∫

{θ(x)≥0}

θ(x)

∫

{θ(y)≥0}

G(y, x)dµ(y)dµ(x) ≤
∫

{θ(x)≥0}

θ(x)

∫

HN

G(y, x)dµ(y)dµ(x).

The conclusion in the case δ = 0 follows then by Proposition 4.3.
For δ > 0, since θ is integrable, the set {θ(·) ≥ δ} has finite measure. Therefore,
∫

{θ(x)≥δ}

∫

HN

G(x, y)θ(y)dµ(y)dµ(x)

=

∫

{θ(x)−δ≥0}

∫

HN

G(x, y)(θ(y)− δ)dµ(y)dµ(x) + δ

∫

{θ(x)−δ≥0}

∫

HN

G(x, y)dµ(y)dµ(x)

≤
∫

{θ(x)−δ≥0}

∫

HN

G(x, y)[(θ − δ)+(y)]dµ(y)dµ(x) + δ

∫

{θ(x)−δ≥0}

∫

HN

G(x, y)dµ(y)dµ(x)

≤
∫

{(θ−δ)+(x)≥0}

∫

HN

G(x, y)[(θ − δ)+(y)]dµ(y)dµ(x) + δ

∫

{θ(x)−δ≥0}

∫

HN

G(x, y)dµ(y)dµ(x),

where the positive part function is defined as (θ − δ)+ := max{(θ − δ), 0} and we notice that the
set {(θ − δ)+(x) ≥ 0} is, in fact, the whole space H

N . Further, we apply the case δ = 0 above for
the function (θ − δ)+, which is in L1(HN), and obtain:

∫

{θ(x)≥δ}

∫

HN

G(x, y)θ(y)dµ(y)dµ(x)

≤
∫

{(θ−δ)+(x)≥0}

[(θ − δ)+(x)]

∫

HN

G(x, y)dµ(y)dµ(x) + δ

∫

{θ(x)−δ≥0}

∫

HN

G(x, y)dµ(y)dµ(x)

=

∫

{θ(x)−δ≥0}

(θ(x)− δ)

∫

HN

G(x, y)dµ(y)dµ(x) + δ

∫

{θ(x)−δ≥0}

∫

HN

G(x, y)dµ(y)dµ(x)
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The conclusion of the lemma follows. �

We return to the proof of Proposition 9.1 and denote m := ‖u0‖L∞(HN ). Then,
(9.1)
d

dt

∫

HN

(u(t, x)−m)+dµ(x) =

∫

HN×HN

J(d(x, y))(u(t, y)− u(t, x))χ{u(t,·)≥m}(x)dµ(y)dµ(x)

∫

HN×HN

G(x, y)(f(u(t, y))− f(u(t, x)))χ{u(t,·)≥m}(x)dµ(y)dµ(x).

We clain that the second integral in the RHS is non-negative and the first one can be treated
similarly. Indeed, since f is non-decreasing, the second integral becomes:∫

{f(u(t,·))≥f(m)}

∫

HN

G(x, y)(f(u(t, y))− f(u(t, x)))dµ(y)dµ(x).

Since u(t) ∈ Z and f is locally Lipschitz, it follows that f(u(t, ·)) is integrable, so we can use
Lemma 9.2 to deduce that:∫

{f(u(t,·))≥f(m)}

∫

HN

G(x, y)(f(u(t, y))dµ(y)dµ(x) ≤
∫

{f(u(t,·))≥f(m)}

f(u(t, x))

∫

HN

G(x, y)dµ(y)dµ(x),

which shows our claim. Then, going back to equation (9.1), we conclude that, for every t ∈ [0, T ],
u(t) ≤ m almost everywhere. Similarly, one can prove that u(t) ≥ −m a.e. and obtain the desired
L∞-norm estimate for u(t). �

9.2. Existence and uniqueness. The existence and uniqueness result for problem (1.1) is a
classical application of Banach’s Contraction Principle:

Theorem 9.3. Let J , G and f as in Proposition 9.1. Then, for any u0 ∈ Z = L1(HN )∩L∞(HN )
there exists a unique solution u ∈ C1([0,∞),Z) of the problem (1.1).

Proof. We define two operators L̃J , LG,f : Z → Z,

(9.2)

L̃J(w)(x) :=

∫

HN

J(d(x, y))(w(y)− w(x))dµ(y),

LG,f (w)(x) := LG(f(w)) =

∫

HN

G(x, y)(f(w(y))− f(w(x))dµ(y).

In fact, the first operator is a particular case of the second one, i.e., L̃J = LJ(d(·,·)),id.
With this notations, problem (1.1) can be written in the equivalent form:

(9.3)

{
∂tu(t) = L̃J (u(t)) + LG,f (u(t)), t ≥ 0,

u(0) = u0.

Similarly to the proof of Theorem 4.1, taking into account that, for every x ∈ H
N ,

∫

HN

J(d(x, y))dy = Vol(SN−1)

∫ ∞

0

J(r)(sinh(r))N−1dr <∞,

one can prove that L̃J is a bounded linear operator on Z. Thus, denoting S(t) := etL̃J the semigoup
generated by it, we are looking for fixed points in C([0, T ],Z) of the operator:

(Φ(u))(t) = S(t)u0 +

∫ t

0

S(t− s)LG,f(u(s))ds.

By Banach’s fixed point theorem in a ball of C([0, T ],Z), we obtain a local solution u ∈ C([0, T ],Z),
where the time T > 0 depends on the L1 and L∞ norms of the initial data. The C1([0, T ],Z)
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regularity of the solution follows by the boundedness of the two operators L̃J and LG,f . The global
existence is then a consequence of Proposition 9.1. �

The following result will be used to prove L2-norm estimates for the solutions of (1.1).

Proposition 9.4. Let G : HN×H
N → [0,∞) satisfy (4.1) and (4.2). Also, consider f(r) = |r|q−1r,

q ≥ 1. Then,

(LG,f(w), w)L2(HN ) =

∫

HN×HN

G(x, y)(f(w(y))− f(w(x)))w(x)dµ(y)dµ(x) ≤ 0,

for every w ∈ Z = L1(HN ) ∩ L∞(HN).

Proof. Since, from Young’s inequality aqb ≤ q
q+1

aq+1 + 1
q+1

bq+1, for any a, b ≥ 0, we get
∫

HN×HN

G(x, y)
∣∣|w(y)|q−1w(y)w(x)

∣∣dµ(y)dµ(x)

≤
∫

HN×HN

G(x, y)

[
q

q + 1
|w(y)|q+1 +

1

q + 1
|w(x)|q+1

]
dµ(y)dµ(x).

Since G satisfies (4.2), the RHS above is exactly:
∫

HN×HN

G(x, y)|w(x)|q+1dµ(y)dµ(x)

and thus the desired inequality holds. �

The following consequence is immediate:

Corollary 9.5. Let J and G be as in Proposition 9.1, f(r) = |r|q−1r, q ≥ 1 and u ∈ C1([0,∞),Z)
a solution of (1.1). Then, the L2(HN ) norm of u does not increase in time. Moreover, the following
energy estimate holds:

‖u(T )‖2L2(HN ) +
1

2

∫ T

0

∫

HN×HN

J(d(x, y))(u(t, y)− u(t, x))2dµ(y)dµ(x)dt ≤ ‖u0‖2L2(HN ).

Proof. A change of variables implies that:

(−L̃Ju(t), u(t))L2(HN ) =
1

2

∫

HN×HN

J(d(x, y))(u(t, y)− u(t, x))2dµ(y)dµ(x).

Therefore, multiplying (9.3) by u(t) and integrating on [0, T ] × H
N , the conclusion follows by

Proposition 9.4. �

Remark 9.6. The results in this section can be immediately generalised to arbitrary measure spaces
(X,A, µ) by replacing J with a symmetric kernel (i.e. J(x, y) = J(y, x), ∀x, y ∈ X) which satisfies:

sup
x∈X

∫

X

J(x, y)dµ(y) <∞.

10. Relaxation limit for convection-diffusion equation

This section is dedicated to the proof of Theorem 1.8. We recall that the equation (1.15) can
be written as:

(10.1)

{
∂tu(t) = L̃Jε(u(t)) + LGε,f(u(t)), t ≥ 0

u(0) = u0,

where Jε and Gε are defined in (1.6) (1.10) and the operators L̃Jε and LGε,f are given in (9.2).



CONCENTRATION LIMIT FOR CONVECTION-DIFFUSION ON THE HYPERBOLIC SPACE 29

First, we remark that, in the setting of Theorem 1.8,
∫∞

0
Jε(r)(sinh(r))

N−1dr is finite and Gε

satisfies (4.1) and (4.2). Therefore, we can apply the results in the previous section to obtain
well-posedness and L1, L2 and L∞-norm boundedness for the solutions uε of (10.1).

Before proceeding to the actual proof, we need some results concerning the sequence of operators
(L̃Jε)ε>0.

Lemma 10.1. Let J : [0,∞) → [0,∞) such that the quantity M̃(J) defined in (1.16) is finite.
Then, for every ψ ∈ H1(HN) and ε ∈ (0, 1),

(−L̃Jεψ, ψ)L2(HN ) =
ε−N−2

2

∫

HN×HN

J

(
d(x, y)

ε

)
(ψ(y)− ψ(x))2dµ(y)dµ(x) ≤ M̃(J)‖∇ψ‖2L2(HN ).

Proof. The equality above follows as in the proof of Corollary 9.5. For the inequality, let us denote

IεJ(ψ) := 2(−L̃Jεψ, ψ)L2(HN ). For every x ∈ H
N , we change the variables y = expx(W ) as in the

proof of Proposition 5.3 and get:

IεJ(ψ) = ε−N−2

∫

HN

∫

TxH
N

J

(
1

ε
|W |

)
(ψ(expx(W ))− ψ(x))2ρ(|W |)dµ(W )dµ(x)

= ε−2

∫

HN

∫

TxH
N

J (|W |) (ψ(expx(εW ))− ψ(x))2ρ(ε|W |)dµ(W )dµ(x)

=

∫

HN

∫

TxH
N

J (|W |)
(∫ 1

0

∇ψ(expx(τεW ) · P (x, expx(τεW ))(W )dτ

)2

ρ(ε|W |)dµ(W )dµ(x).

Since the parallel transport is an isometry, |P (x, expx(τεW ))(W )| = |W | and, since ρ is increasing,
ρ(ε|W |) ≤ ρ(|W |). Therefore,

IεJ(ψ) ≤
∫ 1

0

∫

HN

∫

TxH
N

J(|W |)|W |2|∇ψ(expx(τεW )|2ρ(|W |)dµ(W )dµ(x)dτ.

Working on the half-space model, we change the variables V = 1
xN
W , so |V |e = |W | and we obtain:

IεJ(ψ) ≤
∫ 1

0

∫

RN

J(|V |e)|V |2eρ(|V |e)
∫

HN

|∇ψ(expx(τεxNV )|2dµ(x)dV dτ.

Now, we apply Lemma 2.5 and use that ρ(r) =
(

sinh(r)
r

)N−1

to get that:

IεJ(ψ) ≤
∫

RN

J(|V |e)|V |2eρ(|V |e) e(N−1)|V |e‖∇ψ‖2L2(HN )dV ≤ M̃(J)‖∇ψ‖2L2(HN ).

�

Lemma 10.2. Let J : [0,∞) → [0,∞) as in the previous Lemma, ε ∈ (0, 1) and v ∈ L2([0, T ], L2(HN ))
for which there exists a constant Γ > 0 such that:

(10.2) ε−N−2

∫ T

0

∫

HN×HN

J

(
d(x, y)

ε

)
(v(t, y)− v(t, x))2dµ(y)dµ(x)dt ≤ Γ.

Then, for every φ ∈ L2([0, T ], H1(HN )),

(10.3)

∣∣∣∣
(
v, L̃Jε(φ)

)
L2([0,T ],L2(HN ))

∣∣∣∣ ≤
√
M̃(J)

Γ

2
‖∇φ‖L2([0,T ],L2(HN )).
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Proof. A change of variables implies that:
(10.4)
(
v, L̃Jε(φ)

)
L2([0,T ],L2(HN ))

= ε−N−2

∫ T

0

∫

HN×HN

J

(
d(x, y)

ε

)
(φ(t, y)− φ(t, x))v(t, x)dµ(y)dµ(x)dt

= −1

2
ε−N−2

∫ T

0

∫

HN×HN

J

(
d(x, y)

ε

)
(v(t, y)− v(t, x))(φ(t, y)− φ(t, x))dµ(y)dµ(x)dt.

Further, we apply the Cauchy-Schwarz inequality and use estimate (10.2) to obtain:
(10.5)

(
v, L̃Jε(φ)

)2

L2([0,T ],L2(HN ))
≤ Γ

2
ε−N−2

∫ T

0

∫

HN×HN

J

(
d(x, y)

ε

)
(φ(t, y)− φ(t, x))2dµ(y)dµ(x)dt.

Finally, we plug the result of Lemma 10.1 in (10.5) and arrive to the conclusion. �

Lemma 10.3. Let J satisfy Hypothesis 1.7 and (uε)ε>0 a sequence converging weakly to u in
L2([0, T ], L2(HN )). We further assume that there exists a constant Γ > 0 such that:

(10.6) ε−N−2

∫ T

0

∫

HN×HN

J

(
d(x, y)

ε

)
(uε(t, y)− uε(t, x))2dµ(y)dµ(x)dt ≤ Γ, ∀ε ∈ (0, 1).

Then u ∈ L2([0, T ], H1(HN)) and, for every ϕ ∈ L2([0, T ], H1(HN )),

(10.7) lim
ε→0

(
uε, L̃Jε(ϕ)

)
L2([0,T ],L2(HN ))

= −AJ

∫ T

0

∫

HN

∇u(t, y) · ∇ϕ(t, y)dµ(y)dt.

Proof. Since the estimate (10.6) holds, then the first part of Theorem 7.1 implies that u ∈
L2([0, T ], H1(HN )). The proof of (10.7) consists in three steps:

Step 1: We prove that, for ψ ∈ C∞
c (HN ) and J compactly supported,

lim
ε→0

∥∥∥L̃Jε(ψ)− AJ∆ψ
∥∥∥
L2(HN )

= 0,

where we recall that by ∆ we understand the Laplace-Beltrami operator on H
N . We proceed as

in the proof of Theorem 1.5 and denote Fy : TyH
N → R, Fy(W ) := ψ(expy(W )), the expression of

ψ in normal geodesic coordinates around the point y. With this notation, by a change of variables
we obtain:

L̃Jε(ψ)(y) = ε−2

∫

TyH
N

J(|W |)(Fy(εW ))− Fy(0))ρ(ε|W |)dW.

Next, a Taylor expansion up to order two with integral reminder leads to:

Fy(εW )− Fy(0) = ε∇Fy(0) ·W + ε2
∫ 1

0

(1− τ)

N∑

i,j=1

∂ijFy(τεW )WiWjdτ,

where the differentiation ∂ij and the components of W are considered with respect to the same
orthonormal basis of TyH

N we used in the normal coordinates expression of ψ (in particular, for the

half-space model, we can use the basis
{
yN

∂
∂yi

}N

i=1
). The first order term in the Taylor expansion

vanishes when we multiply it by the radial function J(|W |)ρ(ε|W |) and integrate on TyH
N , so we

obtain:

(10.8) L̃Jε(ψ)(y) =

∫

TyH
N

J(|W |)
∫ 1

0

N∑

i,j=1

∂ijFy(τεW )WiWj(1− τ)dτρ(ε|W |)dµ(W ).
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Since, for now, we assume that J is compactly supported, we use (10.8), together with the fact
that ρ(0) = 1, to obtain by dominated convergence that:

(10.9) lim
ε→0

L̃Jε(ψ)(y) =

∫

TyH
N

J(|W |)
N∑

i,j=1

∂ijFy(0)WiWj

∫ 1

0

(1− τ)dτdµ(W ), ∀y ∈ H
N .

Next, a well-known property of normal coordinates on a Riemannian manifold implies that:

∆ψ(y) =
N∑

i=1

∂iiFy(0).

Therefore, using again that J(|W |) is radial, we obtain:

(10.10)

∫

TyH
N

J(|W |)
N∑

i,j=1

∂ijFy(0)WiWj

∫ 1

0

(1− τ)dτdµ(W )

= ∆ψ(y)
1

2N

∫

TyH
N

J(|W |)|W |2dµ(W ) = AJ∆ψ(y).

Using (10.9) and (10.10), the same dominated convergence argument as in Step 1 of the proof of
Lemma 5.4 implies that:

lim
ε→0

∥∥∥L̃Jε(ψ)− AJ∆ψ
∥∥∥
L2(HN )

= 0,

since that J and ψ are compactly supported. The dominated convergence argument is also valid
for the time-dependent case, so, for ϕ ∈ C∞

c ((0, T ) × H
N ) we can use the weak convergence of

(uε)ε>0 to u to obtain:

lim
ε→0

(
uε, L̃Jε(ϕ)

)
L2([0,T ],HN)

= AJ

∫ T

0

∫

HN

u(t, y)∆ϕ(t, y)dµ(y).

An integration by parts argument leads to (10.7) in the case of J and ϕ compactly supported.
Step 2: We keep the compact support condition on J , but we let ϕ ∈ L2([0, T ], H1(HN)). Since

we know that the convergence (10.7) takes place for compactly supported functions, Lemma 10.2
and the density of C∞

c (HN ) in H1(HN ) imply that the convergence is also valid in this setting.
Step 3: We drop the compact support condition on J , replacing it with Hypothesis 1.7. As in

the second step in the proof of Lemma 5.4, for every η > 0, we approximate J with a compactly

supported function Jη such that Jη ≤ J and M̃(J − Jη) ≤ η. Therefore, (J − Jη) satisfies the
hypothesis of Lemma 10.2, which in turn leads to:

∣∣∣∣
(
uε, L̃Jε(ϕ)− L̃Jη

ε
(ϕ)

)
L2([0,T ],L2(HN ))

∣∣∣∣ ≤
√
M̃(J − Jη)

Γ

2
‖∇ϕ‖L2([0,T ],L2(HN ))

≤
√
ηΓ

2
‖∇ϕ‖L2([0,T ],L2(HN )).

The conclusion of the Lemma follows by a triangle inequality argument similar to the one in the
proof of Lemma 5.4. �

Proof of Theorem 1.8. The energy estimate in Corollary 9.5 reads as follows, for every T > 0:

‖uε(T )‖2L2(HN ) +
1

2
ε−N−2

∫ T

0

∫

HN×HN

J

(
d(x, y)

ε

)
(uε(t, y)− uε(t, x))2dµ(y)dµ(x)dt ≤ ‖u0‖2L2(HN ).

This inequality has two consequences:

(10.11) ‖uε(t)‖L2(HN ) ≤ ‖u0‖L2(HN ), ∀t ≥ 0;
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(10.12)

ε−N−2

∫ T

0

∫

HN×HN

J

(
d(x, y)

ε

)
(uε(t, y)− uε(t, x))2dµ(y)dµ(x)dt ≤ 2

∫

HN

|u0|2dµ(x), ∀T > 0.

The inequality (10.11) implies that (uε)ε>0 is bounded in L2([0, T ], L2(HN)), so, up to a subsequence
(which we also denote by (uε)ε>0), it converges weakly to some u ∈ L2([0, T ], L2(HN)). Therefore,
we are in the setting of Lemma 10.3 with Γ = 2‖u0‖2L2(HN ), from which we deduce that u ∈
L2([0, T ], H1(HN )). Further, Lemma 10.2 implies that:

(10.13)

∣∣∣∣
(
uε, L̃Jε(ϕ)

)
L2([0,T ],L2(HN ))

∣∣∣∣ ≤
√
M̃(J) ‖u0‖L2(HN )‖∇ϕ‖L2([0,T ],L2(HN )).

Next, we study the uniform boundedness of ‖∂tuε‖L2([0,T ],H−1(HN )). Indeed, since, by (10.4), the

operator L̃Jε is self-adjoint on L2(HN ), testing (10.1) against an arbitrary ϕ ∈ L2([0, T ], H1(HN ))
leads to:

(10.14)

∣∣∣(∂tuε(t, x), ϕ(t, x))L2([0,T ],L2(HN ))

∣∣∣ ≤
∣∣∣∣
(
uε, L̃Jε(ϕ)

)
L2([0,T ],L2(HN ))

∣∣∣∣

+
∣∣∣
(
f(uε), L∗

Gε
(ϕ)

)
L2([0,T ],L2(HN ))

∣∣∣ .

Further, the Cauchy-Schwarz inequality and Lemma 5.3 imply that:

(10.15)
∣∣∣
(
f(uε), L∗

Gε
(ϕ)

)
L2([0,T ],L2(HN ))

∣∣∣ ≤M(G)‖∇ϕ‖L2([0,T ],L2(HN ))‖f(uε)‖L2([0,T ],L2(HN )).

By Proposition 9.1, we obtain that:

(10.16) ‖uε‖L∞([0,∞),L∞(HN )) ≤ ‖u0‖L∞(HN )

and, since, f(r) = |r|q−1r, with q ≥ 1, we have that:

(10.17) ‖f(uε)‖L2([0,T ],L2(HN )) ≤ ‖u0‖q−1
L∞ ‖u‖L2([0,T ],L2(HN )) ≤ ‖u0‖q−1

L∞

√
T‖u0‖L2(HN ).

Therefore, (10.14), (10.15) and (10.17) lead to:

(10.18) ‖∂tuε‖L2([0,T ],H−1(HN )) ≤ ‖u0‖L2(HN )

[√
M̃(J) +M(G)‖u0‖q−1

L∞

√
T

]
.

As a result, we can apply the second part of Theorem 7.1 to obtain that up to a subsequence,
(uε)ε>0 converges strongly to u in L2([0, T ], L2

loc(H
N )). Therefore, the continuity of f implies that,

up to another subsequence (also denoted by (uε)ε>0), (f(u
ε))ε>0 converges a.e. in [0, T ] × H

N to
f(u).

Next, (10.11) and (10.16) imply that the sequence (f(uε))ε>0 is bounded in L2([0, T ], L2(HN )),
which means that, up to a subsequence, it converges weakly in this space. The strong and the
pointwise limits obtained above imply that:

(10.19) f(uε)⇀ f(u) in L2([0, T ], L2(HN)).

Until now, we have proven that:

uε ⇀ u and f(uε)⇀ f(u) weakly in L2([0, T ], L2(HN )).
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Further, we multiply (1.15) by a test function ϕ ∈ C1
c ([0, T ), H

1(HN )) and get that:

(10.20)

−
∫ T

0

∫

HN

uε(t, x)ϕt(t, x)dµ(x)dt−
∫

HN

u0(x)ϕ(0, x)dµ(x)

= ε−N−2

∫ T

0

∫

HN

uε(t, y)

∫

HN

J

(
d(x, y)

ε

)
(ϕ(t, x)− ϕ(t, y))dµ(x)dµ(y)

+

∫ T

0

∫

HN

f(uε(t, y))

∫

HN

Gε (x, y) (ϕ(t, x)− ϕ(t, y))dµ(x)dµ(y)

=
(
uε, L̃Jε(ϕ)

)
L2([0,T ],L2(HN ))

+
(
f(uε), L∗

Gε
(ϕ)

)
L2([0,T ],L2(HN ))

.

Lemma 5.4 together with (10.19) implies that:

lim
ε→0

(
f(uε), L∗

Gε
(ϕ)

)
L2([0,T ],L2(HN )

=

∫ T

0

∫

HN

f(u(t))X(ϕ(t))dµ(x)dt.

Therefore, from Lemma 10.3 and (10.20) we deduce that:

(10.21)

−
∫ T

0

∫

HN

u(t, x)∂tϕ(t, x)dµ(x)dt−
∫

HN

u0(x)ϕ(0, x)dµ(x)

= −AJ

∫ T

0

∫

HN

∇u(t, x) · ∇ϕ(t, x)dµ(x)dt +
∫ T

0

∫

HN

f(u(t))X(ϕ(t))dµ(y)dt.

Moreover, passing to the limit in (10.18) (in fact, in the equivalent statement as in (7.9)), we
get that ∂tu ∈ L2([0, T ], H−1(HN )). We have also proved before that u ∈ L2([0, T ], H1(HN )), so a
result of Lions and Magenes (see [32, Chapter III, Lemma 1.2, p. 205]) implies that:

u ∈ C([0, T ], L2(HN)).

Therefore, also taking (10.16) into account, it follows that u is a weak solution of (1.17), in the
sense of Definition (8.1). By the uniqueness result in Proposition 8.3, the whole initial sequence
(uε)ε>0 converges weakly in L2([0, T ], L2(HN)) to the unique weak solution of (1.17). �
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