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Abstract

Abstract

Horrocks theory was along many years a useful tool in the study of
vector bundles on projective spaces.

I intend to review it briefly and to present some applications obtained
by Coanda, Coanda-Trautmann and Malaspina-Rao.

The last part will be devoted to the role of Horrocks ideas in a joint
paper with Coanda and Manolache on globally generated vector
bundles on Pn.
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Motivation

Motivation

Main goal: to understand vector bundles or sheaves on Pn

There are at least two important reasons for this: Hartshorne’s
conjecture and the Ellingsrud Peskine theorem.

The first one asserts that on Pn for n ≥ 7 there are no
indecomposable rank 2 vector bundles.

In fact, even on lower dimensional projective spaces the situation is
not much better: on P4 the only known example is the
Horrocks-Mumford bundle and at least in characteristic 0, there are
no examples on P5 or P6.

The Ellingsrud Peskine theorem asserts that there is a d0 such that a
smooth surface in P4 of degree d ≥ d0 must be of general type. The
best known bound is 53 due to Decker-Schreyer in (2000) and the
conjectural one is 16; for d = 15 there are surfaces of non-general
type due to Aure et all in (1997).
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A preamble: the Serre correspondence

A preamble: the Serre correspondence

A first description of (quasi-)coherent sheaves on Pn is due to Serre in
the famous FAC in (1955):

roughly speaking sheaves corresponds to graded modules over the
polynomial ring through the global section functor of all their twists:

F ←→ Γ∗(F):=⊕H0(Pn,F(i))

the sum being over all i ∈ Z.

If S = C[x0, ..., xn] we have the following:

Example

the line bundles O(k) on Pn corresponds to the shifted modules S [k].

In this setting we don’t have yet an equivalence of categories:
isomorphic modules in high degree, defines isomorphic sheaves; but
using a convenient category of fractions, Serre’s correspondence can
be viewed as an equivalence between Coh(Pn) and an algebraic
category.
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A preamble: the Serre correspondence

A preamble: the Serre correspondence

Also, as a byproduct, one has the following :

Theorem (Serre)

A sheaf F on Pn is locally free if and only if:
a) Γ∗(F) is finitely generated and
b) H i

∗(F) are of finite length for all 0 < i < n.

The conclusion at this moment is that vector bundles on Pn are more
or less determined by the finitelly generated S-module Γ∗.

At the same time, one can ask the following:

Question

What kind of information is encoded in the intermediate cohomology
modules H i

∗ for 0 < i < n?

The answer is given by Horrocks theory!
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What is Horrocks theory?

What is Horrocks theory?

A first result which is a good introduction to this subject is the
following:

Theorem (Horrocks)

A coherent sheaf F on Pn split as a direct sum of line bundles if and only if
a) Γ∗(F) is finitely generated and
b) H i

∗(F) are 0 for all 0 < i < n.

In other words, the intermediate cohomology modules are a measure
of ”non-splitability” of sheaves. To go further, one introduce SVP the
stable category of vector bundles on Pn:

the objects are the vector bundles on Pn, while the morphisms are
classes of usual morphisms modulo those which factors through a
direct sum of line bundles.

In this category, isomorphism means isomorphism up to direct sum
with line bundles.
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What is Horrocks theory?

What is Horrocks theory?

The purpose of Horrocks theory is the description of the stable
category SVP in terms of complexes of S-modules. To acheive this,
one introduce the full sub-category FL in the derived category Db(S),
consisting in complexes wich are exact except in the range
1 ≤ i ≤ n − 1, where the cohomology is supposed to have finite
length.

Using the right derived functor of Γ∗ and an convenient truncation,
starting with a vector bundle F on Pn one produce a bounded
complex in Db(S) which is in fact in FL.

Moreover, the cohomology modules of the image are nothing else
than the intermediate cohomology modules of F itself.

With these notations, one can conclude by:

Theorem (Horrocks-Walter)

There is an equivalence of categories Trunc ◦ RΓ∗ : SVP → FL.
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The Coanda-Trautmann result

The Coanda-Trautmann result

Let Λ the exterior algebra in n + 1 generators. Another description of
the stable category of vector bundles on Pn SVP is obtained by
considering certain complexes over Λ. The main tools for the
construction are:

the HT-complexes i.e. minimal complexes G • of free Λ-modules with
each component Gp generated in degrees p − n ≤ d ≤ p − 1.

the BGG functor L which transforms complexes of finitely generated
Λ-modules into complexes of coherent sheaves on Pn.

L is the extension to complexes of the following elementary
construction on Λ-modules:

for N = ⊕Np a module over Λ, L(N) is the complex on Pn defined by

...→ Np ⊗O(p)→ Np+1 ⊗O(p + 1)→ ...

where the differential is induced by the module multiplication:
Np ⊗ V → Np+1.

Cristian Anghel (IMAR) Horrocks theory and applications May 22-23, 2014 9 / 21



The Coanda-Trautmann result

The Coanda-Trautmann result

Let Λ the exterior algebra in n + 1 generators. Another description of
the stable category of vector bundles on Pn SVP is obtained by
considering certain complexes over Λ. The main tools for the
construction are:

the HT-complexes i.e. minimal complexes G • of free Λ-modules with
each component Gp generated in degrees p − n ≤ d ≤ p − 1.

the BGG functor L which transforms complexes of finitely generated
Λ-modules into complexes of coherent sheaves on Pn.

L is the extension to complexes of the following elementary
construction on Λ-modules:

for N = ⊕Np a module over Λ, L(N) is the complex on Pn defined by

...→ Np ⊗O(p)→ Np+1 ⊗O(p + 1)→ ...

where the differential is induced by the module multiplication:
Np ⊗ V → Np+1.

Cristian Anghel (IMAR) Horrocks theory and applications May 22-23, 2014 9 / 21



The Coanda-Trautmann result

The Coanda-Trautmann result

Let Λ the exterior algebra in n + 1 generators. Another description of
the stable category of vector bundles on Pn SVP is obtained by
considering certain complexes over Λ. The main tools for the
construction are:

the HT-complexes i.e. minimal complexes G • of free Λ-modules with
each component Gp generated in degrees p − n ≤ d ≤ p − 1.

the BGG functor L which transforms complexes of finitely generated
Λ-modules into complexes of coherent sheaves on Pn.

L is the extension to complexes of the following elementary
construction on Λ-modules:

for N = ⊕Np a module over Λ, L(N) is the complex on Pn defined by

...→ Np ⊗O(p)→ Np+1 ⊗O(p + 1)→ ...

where the differential is induced by the module multiplication:
Np ⊗ V → Np+1.

Cristian Anghel (IMAR) Horrocks theory and applications May 22-23, 2014 9 / 21



The Coanda-Trautmann result

The Coanda-Trautmann result

Let Λ the exterior algebra in n + 1 generators. Another description of
the stable category of vector bundles on Pn SVP is obtained by
considering certain complexes over Λ. The main tools for the
construction are:

the HT-complexes i.e. minimal complexes G • of free Λ-modules with
each component Gp generated in degrees p − n ≤ d ≤ p − 1.

the BGG functor L which transforms complexes of finitely generated
Λ-modules into complexes of coherent sheaves on Pn.

L is the extension to complexes of the following elementary
construction on Λ-modules:

for N = ⊕Np a module over Λ, L(N) is the complex on Pn defined by

...→ Np ⊗O(p)→ Np+1 ⊗O(p + 1)→ ...

where the differential is induced by the module multiplication:
Np ⊗ V → Np+1.

Cristian Anghel (IMAR) Horrocks theory and applications May 22-23, 2014 9 / 21



The Coanda-Trautmann result

The Coanda-Trautmann result

Let Λ the exterior algebra in n + 1 generators. Another description of
the stable category of vector bundles on Pn SVP is obtained by
considering certain complexes over Λ. The main tools for the
construction are:

the HT-complexes i.e. minimal complexes G • of free Λ-modules with
each component Gp generated in degrees p − n ≤ d ≤ p − 1.

the BGG functor L which transforms complexes of finitely generated
Λ-modules into complexes of coherent sheaves on Pn.

L is the extension to complexes of the following elementary
construction on Λ-modules:

for N = ⊕Np a module over Λ, L(N) is the complex on Pn defined by

...→ Np ⊗O(p)→ Np+1 ⊗O(p + 1)→ ...

where the differential is induced by the module multiplication:
Np ⊗ V → Np+1.

Cristian Anghel (IMAR) Horrocks theory and applications May 22-23, 2014 9 / 21



The Coanda-Trautmann result

The Coanda-Trautmann result

Z 0L(G •) which is the kernel of L(G •)0 → L(G •)1

With the above notation the ”exterior” version of Horrocks
correspondence is:

Theorem (Coanda-Trautmann) (2006)

The functor G • → Z 0L(G •) induces an equivalence between H, the
homotopy category of HT-complexes and the stable category of vector
bundles on Pn, SVP.

As a conclusion, the original Horrocks’s correspondence and the
”exterior” one of Coanda-Trautmann describe the stable category of
vector bundles by certain complexes over the symmetric or exterior
algebra associated with Pn.

Also, in a paper from (2010) Coanda obtained a generalization of the
above correspondence for sheaves on Pn satisfying certain conditions
and a more general class of HT-complexes.
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The Coanda-Trautmann result

The original Horrocks approach

Remark: In the original paper, Horrocks describes stable equivalence
classes of vector bundles by the sequence of intermediate cohomology
modules and a sequence of extension classes between so-called
Eilenberg-Maclane bundles.

Definition An Eilnberg-Maclane bundle, is one with a single non-zero
intermediate cohomology module.

This terminology explains Horrocks vision on the subject: the
category of stable equivalence classes of vector bundles is alike the
homotopy category, with the intermediate cohomology groups playing
the role of ”homotopy groups”. Its original formulation of the
correspondence has very much to do with the Postnikov
decomposition used in topology.

The Walter’s version, which uses the derived category can be seen as
if it works with the ”homotopy type” of the corresponding object as a
whole and not with the Postnikov decomposition.

Cristian Anghel (IMAR) Horrocks theory and applications May 22-23, 2014 11 / 21
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The Coanda-Trautmann result

Exemple

Eilenberg-Maclane bundles have a simple description in terms of
HT-complexes (cf. Coanda-Trautmann (2006)). For it, one needs the
second BGG functor R which transforms S-modules into complexes of
Λ-modules:

If M is an S-module, R(M) has the graded parts
R(M)p = Mp ⊗ Λ∨(p) with differential induced by the multiplication
Mp ⊗ V ∨ → Mp+1.

If M has finite length and 1 ≤ j ≤ n − 1 then G • = R(M)(−j) is a
HT-complex and the bundles which correspond to it is an
Eilenberg-Maclane bundle with M as the only non-zero intermediate
cohomology module in the j place.
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Horrocks correspondence on the quadric surface

Horrocks correspondence on the quadric
surface

A natural idea is to see if a Horrocks-type correspondence exists on
other varieties than Pn. Such a result was obtained by Malaspina-Rao
in (2013). Let Q ⊂ P3 the quadric surface. In general, a vector
bundle with all the intermediate cohomology modules 0 is called
ACM. Let E a vector bundle on Q without ACM summands. Let M
its first (in fact only) intermediate cohomology module.

By sheafification of a minimal resolution of M, one find a sequence
0→ FM → L1 → L0 → 0.

Consider the two intermediate cohomology modules:
Mi = H1

∗(FM ⊗ Σi ), where the Σi ’s are the two spinor bundles on
the quadric.

The bundle E determines certain graded vector spaces Wi in Mi .
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Horrocks correspondence on the quadric surface

Horrocks correspondance on the quadric
surface

The main result is:

Theorem (Malaspina-Rao)

There is a bijection between isomorphism classes of bundles whitout ACM
summands, and isomorphism classes of triples (M,W1,W2)
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The splitting theorem and babilonean towers

The splitting theorem and babilonean towers

For a vector bundle E on Pn one can ask if it can be
(stably)-extended to a higher dimensional PN . Also, one can ask (the
babilonean towers problem) if such extensions exists indefinitely.

A first result in this direction is the following theorem:

Theorem (Horrocks) (1966)

If E is stably extendable to P2n−3 and H1
∗(E ) = H1

∗(E
∨) = 0, then E is

splittable.

Also, for the babilonean towers problem, the following is true (cf.
Barth-Van de Ven (1974), Tyurin (1975), Sato (1978)):

Theorem

If E is indefinitely extendable, then it is splittable.
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The splitting theorem and babilonean towers

The splitting theorem and babilonean towers

A natural question is to find an effective version of the babilonian
tower theorem. For example, in (2006), Coanda-Trautmann obtained:

Theorem (Coanda-Trautmann) (2006)

If E extends to Pn+m with m >
∑
i>0

dim Ext1(E ,E (−i), then it is splittable.

Also, using the ”exterior” Horrocks correspondance, Coanda in (2010)
obtained a criterion, which in turn imply another effective bound for
the babilonean towers theorem

Theorem (Coanda) (2010)

For a vector bundle E , the intermediate cohomology vanishes for
1 < i < n − 1 (! rem. the Horrocks splitt. th.) if and only if it is
indefinitely stable extendable.

In particular, the above result explain the difference between
indefinitely extendable and indefinitely stable extendable bundles.
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Globally generated bundles and Horrocks theory

Globally generated bundles and Horrocks
theory

Globally generated bundles are an important subject in algebraic
geometry. They are a generalization of base point free linear systems.

An interesting problem studied in the lasts years is the description of
globally generated bundles in projective spaces.

Chiodera and Ellia in arxiv:1111.5725 determined the Chern classes of
rank 2 globally generated vector bundles with c1 ≤ 5 on Pn.

Sierra and Ugaglia in J. Pure App. Alg. (’09) classified globally
generated vector bundles with c1 ≤ 2 on Pn.

Sierra and Ugaglia in arxiv:1203.0185 and independently - and
Manolache arxiv:1202.6261 classified globally generated vector
bundles with c1 ≤ 3 on Pn.

-, Coanda and Manolache in arxiv:1305.3464 classified globally
generated vector bundles with c1 ≤ 4 on Pn.
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Globally generated bundles and Horrocks theory

Globally generated bundles and Horrocks
theory

The main result in the joint paper with Coanda and Manolache is a
list of 16 indecomposable bundles, the last one being the Sasakura’s
rank 5 bundle on P4 once twisted.

The main steps in the classification for c1 = 4 are:

First we classify the bundles on P2 (easy) and P3 (hard)

Next we try to decide which bundles can be extended to higher
dimensional projective spaces using Horrocks methods.
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Globally generated bundles and Horrocks theory

THANK YOU!
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